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Abstract

The term *meta-programming* refers to the ability of writing programs that have other programs as data and exploit their semantics.

The aim of this paper is presenting a methodology allowing to perform a correct termination analysis for a broad class of practical meta-interpreters, including negation and performing different tasks during the execution, together with different classes of object programs. It is based on combining power of general term-orders, used in proving termination of term-rewrite systems and programs, and on the well-known acceptability condition, used in proving termination of logic programs.

The methodology establishes a relationship between the order needed to prove termination of the object program and the order needed to prove termination of the meta-interpreter together with this object program. If such a relationship is established, termination of one of those implies termination of the other one, i.e., that the meta-interpreter improves (preserves) termination.

Among the meta-interpreters that are analysed correctly are a proof trees constructing meta-interpreter, different kinds of tracers and reasoners.
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1 Introduction

The term meta-programming refers to the ability of writing programs that have other programs as data and exploit their semantics [5]. The choice of logic programming as a basis for meta-programming offers a number of practical and theoretical advantages. One of them is the possibility of tackling critical foundation problems of meta-programming within a framework with a strong theoretical basis. Another is the surprising ease of programming. These reasons motivated an intensive research on meta-programming inside the logic programming community [5, 15, 18, 21, 22].

On the other hand, termination analysis is one of the most intensive research areas in logic programming as well. See [12] for the survey. More recent work on this topic can be found among others in [13, 14, 17, 19, 23, 25, 27, 29].

Traditionally, termination analysis of logic programs have been done either by the “transformational” approach or by the “direct” one. A transformational approach first transforms the logic program into an “equivalent” term-rewrite system (or, in some cases, into an equivalent functional program). Here, equivalence means that, at the very least, the termination of the term-rewrite system should imply the termination of the logic program, for some predefined collection of queries\(^1\). Direct approaches do not include such a transformation, but prove the termination directly on the basis of the logic program. In [24] we have developed an approach that provides the best of both worlds: a means to incorporate into “direct” approaches the generality of general term-orderings.

The aim of this paper is presenting a methodology allowing to perform a correct termination analysis for a broad class of meta-interpreters together with different classes of object programs. This methodology is based on the “combined” approach to termination analysis mentioned above.

Example 1. Our research has been motivated by the famous “vanilla” meta-interpreter, undoubtedly belonging to logic programming classics.

\[
\begin{align*}
\text{solve}(true). \\
\text{solve}(\text{Atom, Atoms}) & \leftarrow \text{solve(Atom), solve(Atoms).} \\
\text{solve(Head)} & \leftarrow \text{clause(Head, Body), solve(Body).}
\end{align*}
\]

\(^1\) The approach of Arts [6] is exceptional in the sense that the termination of the logic program is concluded from a weaker property of single-redex normalisation of the term-rewrite system.
Termination of this meta-interpreter, presented in Example 1, has been studied by Pedreschi and Ruggieri. They proved, that it improves termination (Corollary 40, [22]). However, we can claim more—“vanilla” does not just improve termination, but preserves it.

In order for meta-interpreters to be useful in applications they should be able to cope with a richer language than the one of the “vanilla” meta-interpreter, including, for example, negation. Moreover, typical applications of meta-interpreters, such as debuggers, will also require producing some additional output or performing some additional tasks during the execution, such as constructing proof trees or cutting “unlikely” branches for an uncertainty reasoner with cutoff. These extensions can and usually will influence termination properties of the meta-interpreter.

By extending the suggested technique [24] to normal programs, we are able to perform the correct analysis of a number of (possibly extended) meta-interpreters, performing tasks as described above. We identify popular classes of meta-interpreters, such as extended meta-interpreters [21], and using this extended technique prove that termination is usually improved. We also state some more generic conditions implying preservation of termination.

The rest of this paper is organised as following. We start by some preliminary remarks and basic definitions. Then, we present the methodology developed applied to the “vanilla” meta-interpreter. Afterwards we show how the same methodology can be applied for more advanced meta-interpreters and conclude.

2 Preliminaries

2.1 Term ordering

A quasi-order over a set S is an reflexive, antisymmetric and transitive relation $\geq$ defined on elements of S. We define the associated equivalence relation $\equiv$ as $s \equiv t$, if and only if $s \geq t$ and $t \geq s$, and the associated strict partial ordering $>$ if and only if $s > t$ but not $t > s$. If neither $s \geq t$, nor $t \geq s$ we write $s \not\geq t$.

An ordered set S is said to be well-founded if there are no infinite descending sequences $s_1 > s_2 > \ldots$ of elements of S. If the set S is clear from the context we will say that the order, defined on it, is well-founded.

2.2 Logic Programs

We follow the standard notation for terms and atoms. A query is a finite sequence of atoms. Given an atom A, $\text{rel}(A)$ denotes the predicate
occurring in \( A \). \( \text{Term}_P \) and \( \text{Atom}_P \) denote, respectively, sets of all terms and atoms that can be constructed from the language underlying \( P \). The extended Herbrand Universe \( U^E_P \) (the extended Herbrand base \( B^E_P \)) is a quotient set of \( \text{Term}_P \) (\( \text{Atom}_P \)) modulo the variant relation.

We refer to an SLD-tree constructed using the left-to-right selection rule of Prolog, as an LD-tree. We will say that a goal \( G \) \textit{LD-terminates} for a program \( P \), if the LD-tree for \( (P, G) \) is finite.

The following definition is borrowed from [1].

\textbf{Definition 1.} Let \( P \) be a program and \( p, q \) be predicates occurring in it.

- We say that \( p \) refers to \( q \) in \( P \) if there is a clause in \( P \) that uses \( p \) in its head and \( q \) in its body.
- We say that \( p \) depends on \( q \) in \( P \) and write \( p \sqsubseteq q \), if \( (p, q) \) is in the transitive, reflexive closure of the relation refers to.
- We say that \( p \) and \( q \) are mutually recursive and write \( p \simeq q \), if \( p \sqsubseteq q \) and \( q \sqsubseteq p \).

We also abbreviate \( p \sqsubseteq q \), \( q \not\sqsubseteq p \) by \( p \sqsupset q \).

Results for termination of meta-interpreters presented in this paper are based on notion of term-acceptability, introduced in [24]. This notion of term-acceptability generalises the notion of acceptability w.r.t.

a set [13] in two ways: 1) it generalises it to general term orders, 2) it generalises it to mutual recursion, using the standard notion of mutual recursion [1]—the original definition of acceptability required decrease only for calls to the predicate that appears in the head of the clause. This restriction limited the approach to programs only with direct recursion.

\textbf{Definition 2.} Let \( S \) be a set of atomic queries and \( P \) a definite program. \( P \) is term-acceptable w.r.t. \( S \) if there \textit{exists} a well-founded order \( > \), such that

- for any \( A \in \text{Call}(P, S) \)
- for any clause \( A' \leftarrow B_1, \ldots, B_n \) in \( P \), such that \( \text{mgu}(A, A') = \theta \) exists,
- for any atom \( B_i \), such that \( \text{rel}(B) \simeq \text{rel}(A) \)
- for any computed answer substitution \( \sigma \) for \( \leftarrow (B_1, \ldots, B_{i-1}) \theta \):

\[ A > B_i \theta \sigma \]

In [24] we prove the following theorem.

\textbf{Theorem 1.} Let \( P \) be a program. \( P \) is term-acceptable w.r.t. a set of atomic queries \( S \) if and only if \( P \) is LD-terminating for all queries in \( S \).
Additional notion we are going to use is a notion of partition. Intuitively, a sequence of sequences \((x_{1,1}, \ldots, x_{1,n_1}), \ldots, (x_{m,1}, \ldots, x_{m,n_m})\) forms a partition of a sequence \((x_1, \ldots, x_{\Sigma n})\) if they are exactly the same, except for additional division to subsequences. More formally,

**Definition 3.** Let \(S\) be a set, and let \((x_1, \ldots, x_k)\) be a sequence of elements of this set. Let \((x_{1,1}, \ldots, x_{1,n_1}), \ldots, (x_{m,1}, \ldots, x_{m,n_m})\) be sequences of elements of \(S\). We say that \((x_{1,1}, \ldots, x_{1,n_1}), \ldots, (x_{m,1}, \ldots, x_{m,n_m})\) forms a partition of \((x_1, \ldots, x_k)\) if the following holds:

- \(x_1 = x_{1,1}\)
- If \(x_l = x_{i,j}\) then

\[
x_{l+1} = \begin{cases} x_{i,(j+1)} \text{ if } j < n_i \\ x_{(i+1),1} \text{ otherwise} \end{cases}
\]

3 Basic definitions

In this section we present a number of basic definitions.

**Definition 4.** Let \(P\) be a program. The clause-encoding \(\gamma_{ce}(P)\) is a collection of facts of a new predicate \(\text{clause}\), such that \(\text{clause}(H, B) \in \gamma_{ce}(P)\) if and only if \(H \leftarrow B\) is a clause in \(P\).

**Example 2.** Let \(P\) be the following program:

\[
p(X) \leftarrow q(X,Y), p(Y). \quad q(f(Z), Z).
\]

Then, the following program is \(\gamma_{ce}(P)\):

\[
\text{clause}(p(X), (q(X,Y), p(Y))). \quad \text{clause}(q(f(Z), Z), \text{true}).
\]

A meta-interpreter for a language is an interpreter for the language written in the language itself. We follow [26] by using a predicate \(\text{solve}\) for the meta-interpreter.

More formally,

**Definition 5.** The program \(P\) is called a meta-program if it can be represented as \(M \cup I\), such that:

- \(M\) defines a predicate \(\text{solve}\) that does not appear in \(I\).
- \(I\) is a clause-encoding of some program \(P'\).

\(M\) is called the meta-interpreter. \(P'\) is called the interpreted program.
We also assume that ,/2 and clause/2 do not appear in the language underlying the interpreted program.

Now we are going to define the notions of correctness and completeness for meta-interpreters, that will relate computed answers of the interpreted program and of the meta-program. Intuitively, if a correct meta-interpreter together with a clause-encoding of the interpreted program compute an answer of the form \( \text{solve}(t_0, t_1, \ldots, t_n) \), \( t_0 \) is also an answer of the corresponding goal w.r.t. the interpreted program, even if some of those answers might be missed. Similarly, if the meta-interpreter is complete, we can be sure that all computed answers of the interpreted program and the corresponding goal are computed by the meta-program, even if some irrelevant answers might be computed as well. We formalise this intuition in the following definitions.

**Definition 6.** The meta-interpreter \( M \) is called correct if for every program \( P \) and every goal \( G \in B_E \), if \( \text{solve}(t_0, t_1, \ldots, t_n) \) is a computed answer for \( \{ \text{solve}(G) \} \cup M \cup \gamma_{ce}(P) \) then \( t_0 \) is a computed answer for \( \{ G \} \cup P \).

**Definition 7.** The meta-interpreter \( M \) is called complete if for every program \( P \) and every goal \( G \in B_E \) if \( t_0 \) is a computed answer for \( \{ G \} \cup P \) then there exist \( t_1, \ldots, t_n \) such that \( \text{solve}(t_0, t_1, \ldots, t_n) \) is a computed answer for \( \{ \text{solve}(G) \} \cup M \cup \gamma_{ce}(P) \).

**Example 3.** This example demonstrates two small meta-interpreters.

\[
\begin{align*}
(a) \quad \text{solve}(A) & \leftarrow \text{fail}. \\
(b) \quad \text{solve}(A) & \leftarrow A.
\end{align*}
\]

The meta-interpreter (a) is correct, since there are no computed answers for \( \leftarrow \text{solve}(G) \). The meta-interpreter (b), exploiting the meta-variable facility of Prolog, is both correct and complete. \( \square \)

Our goal is to study the termination of goals of the form \( \text{solve}(\text{Goal}) \), where \( \text{Goal} \) is a goal with respect to the interpreted program.

The first issue is to define the notion of termination, and then to state conditions implying termination.

Observe, that the meta-interpreter may change the termination property of the interpreted program. For applications such as debuggers the desired behaviour is termination preservation.

**Definition 8.** Let \( M \) be a meta-interpreter and \( P' \) be an interpreted program. \( M \) is called improving LD-termination if for every goal \( G \) finiteness of the LD-tree of \( \{ G \} \cup I \) implies finiteness of the LD-tree of \( \{ \text{solve}(G) \} \cup (M \cup \gamma_{ce}(P')) \).
The meta-interpreter is called preserving LD-termination, if the second direction of the implication also holds. Meta-interpreter (a), shown above is improving termination, while meta-interpreter (b) is preserving it.

4 Termination of “vanilla” meta-interpreter

Termination of the “vanilla” meta-interpreter, presented in Example 1, has been studied by Pedreschi and Ruggieri. They proved, that “vanilla” improves termination (Corollary 40, [22]). However, we can claim more—“vanilla” does not just improve termination, but preserves it.

We base our proof on correctness and completeness of this meta-interpreter, proved in [18]. Observe that in general correctness and completeness are not sufficient for the calls set to be preserved. Indeed, consider the following example, motivated by the ideas of unfolding [7]. It eliminates calls to undefined predicates.

Example 4.

\[ solve(true). \]
\[ solve((A, B)) \leftarrow solve(A), solve(B). \]
\[ solve(A) \leftarrow clause(A, B), check(B), solve(B). \]

\[ check((A, B)) \leftarrow check(A), check(B). \]
\[ check(A) \leftarrow clause(A, a). \]

This meta-interpreter is correct and complete, i.e., preserves computed answers. However, it does not preserve termination. Indeed, let \( P' \) be the following program [7].

\[ p \leftarrow q, r. \quad t \leftarrow r, q. \quad q \leftarrow q. \]

and let \( p \) be the goal. Then, \( p \) w.r.t. \( P' \) does not terminate, while \( \leftarrow solve(p) \) w.r.t. \( M_P \cup \gamma_{ce}(P') \) terminates (finitely fails). Thus, this meta-interpreter does not preserve LD-termination. Observe, that unfolding may only improve termination [7], thus, this meta-interpreter is improving LD-termination.

Thus, we need some additional result, claiming that the calls are preserved.
Lemma 1. Let $P'$ be an interpreted program, $M_P$ be the vanilla meta-interpreter and $G \in B^E_P$, then

$$\{\text{solve}(A) \mid A \in \text{Call}(P', G)\} \equiv \text{Call}(M_P \cup \gamma_{ce}(P'), \text{solve}(G)) \cap \{\text{solve}(A) \mid A \in B^E_P\}$$

where $\equiv$ means equality up to variable renaming.

This lemma extends Theorem 9 [22], by claiming that not only every call of the meta-program and a meta-goal “mimics” the original execution, but also that every call of the original program and goal is “mimicked” by the meta-program.

Proof. See Appendix 9.

Theorem 2. Let $P'$ be a definite program, $S$ a set of queries, and $M_P$ the vanilla meta-interpreter; such that $M_P \cup \gamma_{ce}(P')$ is LD-terminating for all queries in $\{\text{solve}(G) \mid G \in S\}$. Then, $P'$ is LD-terminating for all queries in $S$.

Proof. (sketch) By Theorem 1 $M_P \cup \gamma_{ce}(P')$ is term-acceptable w.r.t. $\{\text{solve}(G) \mid G \in S\}$. We are going to prove term-acceptability of $P'$ w.r.t. $S$. By Theorem 1 this will imply termination.

Since $M_P \cup \gamma_{ce}(P')$ is term-acceptable w.r.t. $\{\text{solve}(G) \mid G \in S\}$ there is a well-founded order $>$, satisfying requirements of Definition 2. Define a new order on atoms of $P'$ as following: $A > B$ if $\text{solve}(A) > \text{solve}(B)$.

This order is defined on $\{G \mid \text{solve}(G) \in \text{Call}(M_P \cup \gamma_{ce}(P'), \text{solve}(S))\}$. By Lemma 1 this set coincides with $\text{Call}(P', S)$. From the corresponding properties of $>$ follows that $>$ is well-defined and well-founded.

The only thing remains to be proved is that $P'$ is term-acceptable w.r.t. $S$ via $>$. Let $A \in \text{Call}(P', S)$ and let $A' \leftarrow B_1, \ldots, B_n$ be a clause in $P'$, such that $\text{mgu}(A, A') = \theta$ exists. Then, $\theta$ is also $\text{mgu}$ of $\text{solve}(A)$ and $\text{solve}(A')$.

Let $\sigma$ map $B\theta$ to $(B_1, \ldots, B_n)\theta$. It is one of possible computed answer substitutions for $\leftarrow \text{clause}(A\theta, B\theta)$. Thus, by term-acceptability of $M_P \cup \gamma_{ce}(P')$ w.r.t. $\text{solve}(S)$ holds that $\text{solve}(A) > \text{solve}((B_1, \ldots, B_n)\theta)$.

Term-acceptability also implies $\text{solve}((B_1, \ldots, B_n)\theta) > \text{solve}(B_1\theta)$ and $\text{solve}((B_1, \ldots, B_n)\theta) > \text{solve}((B_2, \ldots, B_n)\theta\sigma_1)$, where $\sigma_1$ is a computed answer substitution for $\text{solve}(B_1\theta)$. By proceeding this way we conclude, that for any atom $B_i$, $\text{solve}(A) > \text{solve}(B_i\theta\sigma_1 \ldots \sigma_{i-1})$, where $\sigma_j$ is a computed answer substitution for $\leftarrow \text{solve}(B_j\theta\sigma_1 \ldots \sigma_{j-1})$. By definition of $>$, this means that $A > B_i\theta\sigma_1 \ldots \sigma_{i-1}$. 

\[ \]
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Observe, that if $A$ was not in \{ $G \mid \text{solve}(G) \in \text{Call}(P, \text{solve}(S))$ \} “stripping off” solve was not possible.

Correctness and completeness imply the term-acceptability and complete the proof.

The second direction of the theorem has been proved by Pedreschi and Ruggieri [22]. It allows us to state the following corollary.

**Corollary 1.** Vanilla meta-interpreter preserves LD-termination.

The proof of Theorem 2 sketched above, suggests the following methodology for proving that some meta-interpreter improves LD-termination. First, define an order on the set of calls to the meta-interpreter, that reflects its behaviour. Then, establish the relationship between a new order and the one that reflects term-acceptability w.r.t. a set of the interpreted program. Prove using this relationship that the newly defined order is well-defined, well-founded and reflects term-acceptability of the meta-program w.r.t. a corresponding set of calls. In order for the proofs to be correct one may need to assume (or to prove as a prerequisite) that the meta-interpreter is correct and that the set of calls of the interpreted program and of the meta-program correspond to each other. The opposite direction can be proved by using a similar methodology. Additional examples of methodology applications are provided in the next section.

## 5 Advanced meta-interpreters

In order for meta-interpreters to be useful in applications they should be able to cope with a richer language than the “vanilla” meta-interpreter, including, for example, negation. Moreover, typical applications of meta-interpreters, such as debuggers, will also require producing some additional output or performing some additional tasks during the execution, such as constructing proof trees or cutting “unlikely” branches for an uncertainty reasoner with cutoff. These extensions can and usually will influence termination properties of the meta-interpreter.

In this section we identify some most-popular classes of meta-interpreters and extend the methodology presented in the previous section to analyse them.

### 5.1 Extended meta-interpreters

The first class of meta-interpreters we identify is a class of extended meta-interpreters [21]. This class includes, among others, a proof trees
constructing meta-interpreter [26], that can be used as a basis for explanation facilities in expert system, meta-interpreters allowing reasoning about theories and provability [9, 20] or reasoning with uncertainty [26]. We slightly adapt the notation of [21].

**Definition 9.** A definite program of the following form will be called extended meta-interpreter

\[
\text{solve} (\text{empty}, t_{11}, \ldots, t_{1n}) \leftarrow C_{11}, \ldots, C_{1m_1} \\
\text{solve}(A, B, t_{21}, \ldots, t_{2n}) \leftarrow \\
\quad \text{solve}(A, t_{31}, \ldots, t_{3n}), \\
\quad \text{solve}(B, t_{41}, \ldots, t_{4n}) \\
\quad C_{21}, \ldots, C_{2m_2} \\
\text{solve}(A, t_{51}, \ldots, t_{5n}) \leftarrow \\
\quad \text{clause}(A, B, s_1, \ldots, s_k), \\
\quad \text{solve}(B, t_{61}, \ldots, t_{6n}) \\
\quad C_{31}, \ldots, C_{3m_3}
\]

where the \( t_{ij} \) terms are extra arguments of the solve predicate, \( s_p \) terms are extra arguments of the clause predicate, and the \( C_{kl} \) atoms extra-conditions in its body, together with defining clauses for any other predicates occurring in the \( C_{kl} \) (none of which contain solve or clause).

For the sake of simplicity we denote the predicate of \( C_{kl} \) by \( c_{kl} \). Using this notation, we can say that the definition above implies:

- \( \text{solve} \) is the only meta-predicate and
- \( \text{solve} \supseteq c_{kl} \) for every \( k \) and \( l \).

The following theorem reduces the problem of reasoning on termination of meta-program to reasoning on termination of the object program and on termination of \( c_{kl} \)'s w.r.t. the meta-interpreter. Since there are no clauses defining \( c_{kl} \) and depending on \( \text{solve} \), the later question can be answered by using well-known termination analysis techniques (see [12] for the survey). As before, the reduction is done by considering an order used for proving term-acceptability of the object program, constructing a new order for the meta-program that is based on the previous one and proving term-acceptability of the meta-program.

More formally, we obtain the following result.

**Theorem 3.** Let \( P' \) be an interpreted program, \( E_P \) be the extended meta-interpreter, and \( G \in B_{P'}^E \), such that \( P' \) is terminating w.r.t. \( G \) and \( E_P \) is
terminating w.r.t. \( \{ A \mid A \in \text{Call}(E_P \cup \gamma_{ce}(P'), \text{solve}(G)), \text{solve} \sqsupseteq \text{rel}(A) \} \) then \( E_P \cup \gamma_{ce}(P') \) terminates w.r.t. \( \text{solve}(G) \).

Proof. (sketch) Let \( M_P \) be the vanilla meta-interpreter. By Corollary 1 \( M_P \cup \gamma_{ce}(P') \) terminates w.r.t. \( \text{solve}(G) \). By Theorem 1 \( M_P \cup \gamma_{ce}(P') \) is term-acceptable w.r.t. \( \text{solve}(G) \). Let \( \succ_1 \) be a well-founded order, such that \( M_P \cup \gamma_{ce}(P') \) is term-acceptable w.r.t. \( \text{solve}(G) \) via it.

Similarly, let \( \succ_2 \) be a well-founded order such that \( E_P \) is term-acceptable w.r.t. \( \{ A \mid A \in \text{Call}(E_P \cup \gamma_{ce}(P'), \text{solve}(G)), \text{solve} \sqsupseteq \text{rel}(A) \} \) via it.

Based on \( \succ_1 \) and \( \succ_2 \) we define a new relation \( \succ \) on \( B_{E_P \cup \gamma_{ce}(P')}^E \) as following for any terms \( s_1, s_2, t_{11}, \ldots, t_{1n}, t_{21}, \ldots, t_{2n} \) and atoms \( a_1, a_2 \):

- \( \text{solve}(s_1, t_{11}, \ldots, t_{1n}) \succ \text{solve}(s_2, t_{21}, \ldots, t_{2n}) \), if \( \text{solve}(s_1) \succ_1 \text{solve}(s_2) \)
- \( a_1 \succ a_2 \), if \( \text{rel}(a_1) \neq \text{solve}, \text{rel}(a_2) \neq \text{solve} \) and \( a_1 \succ_2 a_2 \)
- \( \text{solve}(s_1, t_{11}, \ldots, t_{1n}) \succ a_1 \), if \( \text{rel}(a_1) \neq \text{solve} \)

We need to prove that the relation defined is an order, that this order is well-founded and that \( E_P \cup \gamma_{ce}(P') \) is term-acceptable w.r.t. \( \text{solve}(G) \) via it. The first two claims are immediate from the corresponding properties of \( \succ_1 \) and \( \succ_2 \) and from the observation that \( \text{solve} \sqsupseteq r \), for every predicate \( r \neq \text{solve} \).

Proving term-acceptability is slightly more elaborated. Let \( A_0 \in \text{Call}(E_P \cup \gamma_{ce}(P'), \text{solve}(G)) \). We distinguish between the following cases:

- \( \text{rel}(A_0) \neq \text{solve} \). If \( \text{rel}(A_0) = \text{clause} \) term-acceptability condition holds immediately, since there are no recursive clauses defining this predicate. Otherwise, term-acceptability of \( E_P \) w.r.t. \( \{ A \mid A \in \text{Call}(E_P \cup \gamma_{ce}(P'), \text{solve}(G)), \text{solve} \sqsupseteq \text{rel}(A) \} \) via \( \succ_2 \) implies that for any clause \( A' \leftarrow B_1, \ldots, B_s \), such that \( \text{mgu}(A_0, A') = \theta \) exists, for any atom \( B_i \), such that \( \text{rel}(A_0) \simeq \text{rel}(B_i) \) and for any computed answer substitution \( \sigma \) for \( \leftarrow (B_1, \ldots, B_{i-1}) \theta \) holds \( A_0 \succ_2 B_i \theta \sigma \). Therefore, \( A_0 \succ B_i \theta \sigma \) holds as well.

- \( \text{rel}(A_0) = \text{solve} \). In this case, there are three different clauses \( A' \leftarrow B_1, \ldots, B_s \), such that \( \text{mgu}(A_0, A') = \theta \) exists.
  - \( A' \leftarrow B_1, \ldots, B_s \) is \( \text{solve}(\text{empty}, t_{11}, \ldots, t_{1n}) \leftarrow C_1, \ldots, C_{1m_1} \). In this case there are no recursive body subgoals and term-acceptability condition is satisfied.
  - \( A' \leftarrow B_1, \ldots, B_s \) is

    \[
    \begin{align*}
    &\text{solve}(A, B), t_{21}, \ldots, t_{2n}) \leftarrow \\
    &\text{solve}(A, t_{31}, \ldots, t_{3n}), \\
    &\text{solve}(B, t_{41}, \ldots, t_{4n}) \\
    &C_{21}, \ldots, C_{2m_2}
    \end{align*}
    \]
Term-acceptability of $M_P \cup \gamma_{ce}(P')$ implies that $A'_0 \succ_1 \text{solve}(A\theta)$ and that $A'_0 \succ_1 \text{solve}(B\theta\sigma)$, where $A'_0$ is obtained from $A_0$ by dropping all the arguments except for the first one, $\theta$ is $\text{mgu}(A_0, \text{solve}((A, B)))$ and $\sigma$ is a computed answer substitution for $\leftarrow \text{solve}(A\theta)$. Then, by definition of $\succ$, for any $t_{31}, \ldots, t_{3n}$ and $t_{41}, \ldots, t_{4n}$ holds $A_0 \succ \text{solve}(A, t_{31}, \ldots, t_{3n})\theta$ and $A_0 \succ \text{solve}(B, t_{41}, \ldots, t_{4n})\theta\sigma$. Moreover, assumption that $\text{solve} \sqsupseteq c_{kl}$ for all $k$ and $l$ implies that those are the only recursive body subgoals in the clause.

- $A' \leftarrow B_1, \ldots, B_s$ is
  \[
  \text{solve}(A, t_{51}, \ldots, t_{5n}) \leftarrow \\
  \text{clause}(A, B), \\
  \text{solve}(B, t_{61}, \ldots, t_{6n}) \\
  C_{31}, \ldots, C_{3m_3}
  \]

  Similarly to the previous case.

Usually, extended meta-interpreters do not preserve termination.

**Example 5.**

\[
\text{solve}(\text{empty}, 0) \\
\text{solve}(A, B), N \leftarrow \text{solve}(A, N), \text{solve}(B, N) \\
\text{solve}(A, s(N)) \leftarrow \text{clause}(A, B), \text{solve}(B, N)
\]

This meta-interpreter mimics the LD-refutation with the bounded depth, provided by the second argument. Thus, even if the interpreted program might be non-terminating, the meta-program always terminates, after applying not more than a predefined number of rules.

Alternatively, the same meta-interpreter can be seen as evaluating the maximal depth needed for execution. In this case the meta-interpreter will preserve LD-termination. The mode of the query determines which of these is used.

This example illustrates the importance of additional properties of $\succ$ that prove term-acceptability of $E_P \cup \gamma_{ce}(P')$ w.r.t. $\text{solve}(G, t_1, \ldots, t_n)$. If for $\succ$ it holds that $\text{solve}(A, t_1, \ldots, t_n) \succ \text{solve}(B, s_1, \ldots, s_n)$ if and only if $\text{solve}(A, t'_1, \ldots, t'_n) \succ \text{solve}(B, s'_1, \ldots, s'_n)$ for any $t_1, \ldots, t_n, s_1, \ldots, s_n, t'_1, \ldots, t'_n, s'_1, \ldots, s'_n$ then the following theorem can be proved. Note that this situation is typical, if all argument positions in the calls to $\text{solve}$, except for the first one, are occupied by a linear sequence of free variables.
Theorem 4. Let $P'$ be an interpreted program and $E_P$ be an extended meta-interpreter, such that $E_P \cup \gamma_{ce}(P')$ is term-acceptable w.r.t. solve($G$) via an order $>$, such that solve($A, t_1, \ldots, t_n$) $>$ solve($B, s_1, \ldots, s_n$) if and only if solve($A, t'_1, \ldots, t'_n$) $>$ solve($B, s'_1, \ldots, s'_n$), for any $t_1, \ldots, t_n, s_1, \ldots, s_n, t'_1, \ldots, t'_n, s'_1, \ldots, s'_n$. Then,

1. $E_P$ terminates w.r.t. $\{A \mid A \in Call(E_P \cup \gamma_{ce}(P'), solve(G)), solve \supseteq rel(A)\}$ and
2. $P'$ terminates w.r.t. $G$

Proof. The first claim of the theorem is almost immediate, since term-acceptability w.r.t. solve($G$) means termination w.r.t. solve($G$) or w.r.t. $Call(E_P \cup \gamma_{ce}(P'), solve(G))$ and $\{A \mid A \in Call(E_P \cup \gamma_{ce}(P'), solve(G)), solve \supseteq rel(A)\} \subseteq Call(E_P \cup \gamma_{ce}(P'), solve(G))$. Thus, $E_P \cup \gamma_{ce}(P')$ terminates w.r.t. $\{A \mid A \in Call(E_P \cup \gamma_{ce}(P'), solve(G)), solve \supseteq rel(A)\}$. However, by definition of $E_P$, none of the definitions of $c_{kl}$ does not involve predicate clause. Thus, the encoding of $P$ is superfluous, i.e., $E_P$ terminates w.r.t. $\{A \mid A \in Call(E_P \cup \gamma_{ce}(P'), solve(G)), solve \supseteq rel(A)\}$.

In order to prove the second claim, we are going to use Theorem 2, i.e., we first prove that vanilla meta-interpreter, extended by $\gamma_{ce}(P')$, terminates w.r.t. solve($G$) and then, Theorem 2, will imply the desired result. However, the first claim is almost immediate since the same order that proves term-acceptability of $E_P \cup \gamma_{ce}(P')$ w.r.t. solve($G$) satisfy conditions for term-acceptability of $M_P \cup \gamma_{ce}(P')$ w.r.t. solve($G$) (since solve($A, t_1, \ldots, t_n$) $>$ solve($B, s_1, \ldots, s_n$) implies $A > B$, i.e., solve($A$) $>$ solve($B$)).

5.2 Double extended meta-interpreters

One might extend the framework even further, by considering the following class of meta-interpreters:

Definition 10. A definite program of the following form will be called a double extended meta-interpreter

\[
\begin{align*}
solve(true, t_{i1}, \ldots, t_{in}) & \leftarrow C_{i1}, \ldots, C_{im_1} \\
solve((A, B), t_{21}, \ldots, t_{2n}) & \leftarrow D_{i1}, \ldots, D_{ik_1}, \solve(A, t_{31}, \ldots, t_{3n}), \\
& \quad D_{21}, \ldots, D_{2k_2}, \solve(B, t_{41}, \ldots, t_{4n}) \\
& \quad C_{21}, \ldots, C_{2m_2} \\
& \solve(A, t_{51}, \ldots, t_{5n}) \leftarrow \\
& \quad C_{51}, \ldots, C_{5m_5} \\
& \solve(B, t_{61}, \ldots, t_{6n}) \leftarrow \\
& \quad C_{61}, \ldots, C_{6m_6}
\end{align*}
\]
$$D_{31}, \ldots, D_{3k_3}, \text{clause}(A, B, s_1, \ldots, s_k),$$
$$D_{41}, \ldots, D_{4k_4}, \text{solve}(B, t_{61}, \ldots, t_{6n})$$
$$C_{31}, \ldots, C_{3m_3}$$

where \( t_{ij} \) terms are extra arguments of \text{solve}/2, \( s_p \) terms are extra arguments of the \text{clause}/2 and \( C_{kl} \) and \( D_{pq} \) are extra-conditions in the body, together with defining clauses for any other predicates occurring in the \( C_{kl} \) and \( D_{pq} \) (none of which contain \text{solve} or \text{clause}).

Almost all the meta-interpreters discussed above belong to this class of the meta-interpreters. Moreover, this framework also describes a depth tracking tracer for Prolog, a reasoner with threshold cutoff [26] and a pure four port box execution model tracer [8]. Note, that despite the similarity with Example 4 the later one is not a double extended meta-interpreter, and this is due to the call to predicate \text{clause} in the definition of \text{check}.

**Definition 11.** Let \( H \leftarrow B_1, \ldots, B_i, \ldots, B_n \) be a clause, and let \( V \) be a variable in \( B_i \). We'll say that \( \leftarrow B_1, \ldots, B_{i-1} \) is irrelevant for \( V \) if for every computed answer substitution \( \sigma \) for \( \leftarrow B_1, \ldots, B_{i-1}, V \sigma = V \).

We'll call a double extended meta-interpreter **restricted** if for any \( i, \leftarrow D_{i1}, \ldots, D_{ik_i} \) is irrelevant for meta-variables \( A \) and \( B \). Using the same methodology as in the proof of Theorem 3 allows to establish the following result.

**Theorem 5.** Let \( P' \) be an interpreted program, \( E_P \) be the restricted double extended meta-interpreter, and \( G \in \mathcal{B}_P^E \), such that \( P' \) is terminating w.r.t. \( G \) and \( E_P \) is terminating w.r.t. \{\( A \mid A \in \text{Call}(E_P \cup \gamma_{ce}(P'), \text{solve}(G)) \), \text{solve} \( \sqsubseteq \text{rel}(A) \)\} then \( E_P \cup \gamma_{ce}(P') \) terminates w.r.t. \text{solve}(G).

**Proof.** Proof follows the general outline of the proof of Theorem 3, based on three orders—\( >_1 \) for atoms of \text{solve}, \( >_2 \) for atoms of \( c_{kl} \)'s and \( >_3 \) for atoms of \( d_{pq} \)'s.

However, one major difference should be pointed out. If the predicate of the call \( A_0 \) is \text{solve} and the clause \( A' \leftarrow B_1, \ldots, B_s \) that its head is unified with \( A_0 \) is either the second or the third clause of the meta-interpreter.

We analyse only the case of the second clause. The third clause can be analysed in the same way. \( A' \leftarrow B_1, \ldots, B_s \) is

\[
\text{solve}(A, B), t_{21}, \ldots, t_{2n}) \leftarrow \\
D_{11}, \ldots, D_{ik_4}, \text{solve}(A, t_{31}, \ldots, t_{3n}),
\]
\[ D_{21}, \ldots, D_{2k_2}, \text{solve}(B, t_{41}, \ldots, t_{4n}) \]
\[ C_{21}, \ldots, C_{2m_2} \]

Term-acceptability of \( M_P \cup \gamma_{ce}(P') \) implies that \( A'_0 >_1 \text{solve}(A \theta) \) and that \( A'_0 >_1 \text{solve}(B \theta \sigma) \), where \( A'_0 \) is obtained from \( A_0 \) by dropping all the arguments except for the first one, \( \theta = \text{mgu}(A_0, \text{solve}((A, B))) \) and \( \sigma \) is a computed answer substitution for \( \leftarrow \text{solve}(A \theta) \).

By irrelevance of \( D_{11}, \ldots, D_{1k_1}, D_{21}, \ldots, D_{2k_2} \) for \( A \) and \( B \), we can conclude by using the definition of \( >_1 \), for any \( t_{31}, \ldots, t_{3n} \) and \( t_{41}, \ldots, t_{4n} \)
\[ A_0 > \text{solve}(A, t_{31}, \ldots, t_{3n}) \theta \] and \( A_0 > \text{solve}(B, t_{41}, \ldots, t_{4n}) \theta \sigma \). Moreover, assumption that \( \text{solve} \equiv c_{kl} \) for all \( k \) and \( l \) implies that those are the only recursive body subgoals in the clause. \( \blacksquare \)

In general, the second direction of the theorem does not necessary hold. Indeed, consider the following uncertainty reasoner with cutoff, motivated by [26].

**Example 6.**

\[
\begin{align*}
\text{solve}(\text{true}, 1, T), & \quad \text{solve}(A, C, T) \leftarrow \\
\text{solve}(A, B), C, T) & \leftarrow \text{clause}(A, B, C, 1), \\
\text{solve}(A, C, 1, T), & C > T, T1 \text{ is } T/C1, \\
\text{solve}(B, C, 2, T), & \text{solve}(B, C, 2, T), \\
\text{minimum}(C, 1, 2, C) & C \text{ is } C1 \ast C2.
\end{align*}
\]

Let \( P' \) be the following uncertainty-program: \( \text{clause}(r, r, 0.9) \). When executed as a usual program, ignoring uncertainty coefficients, the goal \( \leftarrow r \) does not terminate. However, for any specified threshold \( \text{Threshold} > 0 \) the goal \( \leftarrow \text{solve}(r, \text{Certainty}, \text{Threshold}) \) finitely fails. \( \square \)

**5.3 Towards normal programs**

So far we have considered only definite programs and meta-interpreters that are tailored to this type of programs. However, negation appears frequently in meta-interpreters and thus, should be considered as an important issue for termination analysis.

In order to prove that meta-interpreters with negation preserve termination we use correctness and completeness and a termination analysis framework based on term-acceptability. However, this framework was originally developed for definite programs only. Thus, we start by extending it to programs containing negation, and later discuss termination properties of the meta-interpreter.
First of all, instead of LD-derivations and trees LDNF-derivations and trees should be considered. Recall, that LDNF-derivation \textit{flounders} if there occurs in it or in any of its subsidiary LDNF-trees a goal with the first literal being non-ground and negative.

\textbf{Definition 12.} The program \( P \) is called non-floundering w.r.t. a set of queries \( S \), if all its LDNF-derivations starting in queries \( G \in S \) are non-floundering.

We will say that a goal \( G \) \textit{LDNF-terminates} for a program \( P \), if the LDNF-tree for \( (P,G) \) is finite.

We would like to apply the term-acceptability criterion to prove termination. However, the well-founded order \( > \), that is required in Definition 2, enforces decrease only along the branches of the LD-trees. We also need to force the relation between the negative literal selected \( (\neg A) \) and the the root of the subsidiary tree, created for it \( (A) \). We require that \( > \) is such that for any atom \( A \), such that its predicate is called negatively in some clause, \( \neg A \geq A \).

More formally, we use the notation of [3] and denote by \( \text{Neg}_P \) the set of predicates which occur in a negative literal in a body of a clause from \( P \). We also denote \( N^E_P = \{ \neg A \mid A \in B^E_P \text{ and } \text{rel}(A) \in \text{Neg}_P \} \).

We refine the notion of term-acceptability w.r.t. a set.

\textbf{Definition 13.} Let \( S \) be a set of atomic queries and \( P \) a general program. \( P \) is term-acceptable w.r.t. \( S \) if there exists a well-founded order \( > \) on \( B^E_P \cup N^E_P \cup U^E_P \), such that

- for any \( \neg A \in N^E_P \) : \( \neg A \geq A \)

- and

  - for any \( A \in \text{Call}(P,S) \)
  - for any clause \( A' \leftarrow B_1, \ldots, B_n \) in \( P \), such that \( \text{mgu}(A,A') = \theta \) exists,
  - for any atom \( B_i \), such that \( \text{rel}(B_i) \simeq \text{rel}(A) \)
  - for any computed answer substitution \( \sigma \) for \( \leftarrow (B_1, \ldots, B_{i-1}) \theta \):

\[ A > B_i \theta \sigma \]

Observe, that if \( P \) is a definite program, \( N^E_P \) is an empty set, the first condition of definition above holds vacuously, and we return to the notion of term-acceptability for definite programs, defined in Definition 2. Similarly to the definite case, the following theorem holds.
Theorem 6. Let \( P \) a general program, and \( S \) a set of queries, such that \( P \) is non-floundering w.r.t. \( S \). \( P \) is LDNF-terminating if and only if \( P \) is term-acceptable w.r.t. \( S \).

We illustrate the application of the theorem, by analysing the following example:

Example 7.

\[
\begin{align*}
\text{holds}(P, s0) & \leftarrow \text{initially(alive)}. \\
\text{initially}(P) & \leftarrow \\
\text{holds}(P, \text{result}(A, S)) & \leftarrow \text{initiates}(A, S, \text{loaded}) \leftarrow \text{A = load}.
\end{align*}
\]

\[
\begin{align*}
\text{initiates}(A, S, P) & \leftarrow \text{terminates}(A, S, \text{loaded}) \leftarrow \\
\text{holds}(P, \text{result}(A, S)) & \leftarrow \text{A = shoot}. \\
\text{holds}(P, S), & \quad \text{terminates}(A, S, \text{alive}) \leftarrow \\
\neg \text{terminates}(A, S, P). & \quad \text{A = shoot, holds(loaded, S)}. \\
\end{align*}
\]

This example is a description of the famous Yale shouting problem in the framework of Situation Calculus. Usually, we are interested to check if after loading the gun, waiting for some time and, finally, shooting, the turkey is still alive. More generally, one can ask if some property holds after performing some sequence of actions. States resulting after performing some actions can be recursively defined as:

\[
\text{state} = \begin{cases} 
  s0 \\
  \text{result(action, state), where action is one of load, wait, shoot} 
\end{cases}
\]

That is \( S = \{\text{holds}(t_1, t_2) \mid t_1 \text{ is a variable, } t_2 \text{ is a state}\} \).

Theorem 6 imposes the following to hold (dependence on the model is omitted for the sake of simplicity) for any terms \( t_1, t_2, t_3 \):

\[
\begin{align*}
\neg \text{terminates}(t_1, t_2, t_3) & \geq \text{terminates}(t_1, t_2, t_3) \\
\text{holds}(t_1, \text{result}(t_2, t_3)) & > \text{holds}(t_1, t_3) \\
\text{holds}(t_1, \text{result}(t_2, t_3)) & > \neg \text{terminates}(t_2, t_3, t_1) \\
\text{terminates}(t_1, t_2, \text{alive}) & > \text{holds(loaded, t_2)} \\
\end{align*}
\]

An order \( > \) having the following properties satisfies the decreases above:

1. ignores \( \neg \), i.e., assumes \( A \geq \neg A \) for all \( A \).
2. has a subterm property for the second argument of \text{result}
3. is monotone in the second argument of \text{holds}
4. for all \( u, t_1, t_2, t_3, t_4, t_5 \) holds:

\[
\text{holds}(t_1, \text{result}(t_2, u)) > \text{terminates}(t_3, u, t_4) > \text{holds}(t_5, u) > \ldots
\]

\[\square\]

Note, that this type of order is useful also for other applications of Situation Calculus, such as plan verification.

Now the methodology presented earlier is sufficient for analysis of meta-interpreters with negation and normal object programs.

**Example 8.** This example, \( V_P \), is an immediate extension of vanilla meta-interpreter to normal programs \([15]\). Correctness and completeness are proved in Theorem 2.3.3 \([16]\).

\[
solve(true).
\]

\[
solve(\text{Atom}, \text{Atoms}) \leftarrow \text{solve(Atom)}, \text{solve(Atoms)}.
\]

\[
solve(\neg \text{Atom}) \leftarrow \neg \text{solve(Atom)}
\]

\[
solve(\text{Head}) \leftarrow \text{clause(Head, Body)}, \text{solve(Body)}.
\]

**Theorem 7.** Let \( P' \) be a normal program, \( S \) be a set of queries. Then \( P' \) is LDNF-terminating w.r.t. \( S \) if and only if \( V_P \cup \gamma_{ce}(P') \) LDNF-terminates w.r.t. \( \{ \text{solve}(G) \mid G \in S \} \).

**Proof.** We start by proving that \( V_P \) improves termination. To prove the claim of the theorem it is sufficient to construct a well-founded order on \( N_{V_P \cup \gamma_{ce}(P')} \cup U_{V_P \cup \gamma_{ce}(P')} \), such that \( V_P \cup \gamma_{ce}(P') \) will be term-acceptable w.r.t. \( \{ \text{solve}(G) \mid G \in S \} \) via it. We define \( \succ \) based on \( \succ \)—an order, such that \( P \) is term-acceptable via it w.r.t. \( S \).

We define a new relation \( \succ^* \) as a transitive closure of:

1. \( \text{solve}(A) \succ \text{solve}(\langle B_1 \theta, \ldots, B_n \theta \rangle) \) if there is a clause \( A' \leftarrow B_1, \ldots, B_n \)
   and \( \text{mgu}(A, A') = \theta \) exists.
2. \( \text{solve}(\langle B_i, \ldots, B_n \rangle) \succ \text{solve}(\langle B_{i+1} \sigma, \ldots, B_n \sigma \rangle) \) if \( \sigma \) is a computed answer substitution for \( \leftarrow B_i \).
3. \( \text{solve}(\langle B_i, \ldots, B_n \rangle) \succ \text{solve}(B_i) \)
4. \( \text{solve}(\neg A) \succ \neg \text{solve}(A) \)
5. \( \neg \text{solve}(A) \succ \text{solve}(A) \)

We have to prove that \( \succ^* \) is an order relationship, i.e., it is well-defined. Then we will prove that \( \succ^* \) is well-founded and that \( V_P \cup \gamma_{ce}(P') \) is term-acceptable w.r.t. \( \text{solve}(S) \) via \( \succ^* \).

We start by proving a small lemma.
Lemma 2. Let $A$ and $B$ be two atoms. If $\text{solve}(A) \succ^* \text{solve}(B)$ then $A > B$.

Proof. If $\text{solve}(A) \succ^* \text{solve}(B)$ then exists sequence of goals $G_1, \ldots, G_n$ such that $\text{solve}(A) \succ G_1 \succ \ldots \succ G_n = \text{solve}(B)$.

Let $G_i$ be a first goal that is an application of $\text{solve}$ to an atomic goal of the object program. Call this atomic goal $G$. We assumed that $B$ is an atomic goal, thus, if as required always exists. Observe that $G$ is obtained by exactly one application of case (1), followed by a (possibly empty) sequence of applications of case (2), followed by zero or one applications of case (3) or by zero or one application of case (4) and (5). Thus, $G_1$ is $\text{solve}(B_j \theta, \ldots, B_n \theta)$, where $A' \leftarrow B_1, \ldots, B_n$ is a clause, such that $\text{mgu}(A, A') = \theta$ exists, and for some $1 \leq j \leq n$ $B_j \theta \sigma$, where $\sigma$ is a computed answer substitution for $\leftarrow B_1, \ldots, B_{j-1}$ is either $G$ or $\lnot G$. Term-acceptability of $P'$ w.r.t. $S$ implies that $A > B_j \theta \sigma$. If $B_j \theta \sigma = G$, then $A > G$. Otherwise, $A > \lnot G$, and since by Definition 13 $\not G \geq G$, $A > G$ still holds. The proof is completed inductively.

We have to prove that $\succ^*$ is well-defined, well-founded and that it provides a proof for term-acceptability of $V_P \cup \gamma_{cc}(P')$ w.r.t. $\text{solve}(S)$). For well-definedness observe, that if if $\text{solve}(A) \succ^* \text{solve}(A)$ for an atom $A$, the lemma above implies $A > A$, i.e., contradiction to the fact that $\succ$ is well-defined. If $\text{solve}(\lnot A) \succ^* \text{solve}(\lnot A)$ holds for some atom $A$, then, exists $G$, such that $\text{solve}(\lnot A) \succ G \succ^* \text{solve}(\lnot A)$. Case (4) is the only case that is applicable, thus $G$ is $\lnot \text{solve}(A)$ and this implies that $\lnot \text{solve}(A) \succ^* \lnot \text{solve}(A)$. By reasoning in similar way we conclude that $\text{solve}(A) \succ^* \text{solve}(A)$ holds as well, contradicting the previous result. Alternatively, if $\text{solve}(B_1, \ldots, B_n) \succ^* \text{solve}(B_1, \ldots, B_n)$ then either exists some atom $A$, such that $\text{solve}(B_1, \ldots, B_n) \succ^* \text{solve}(A) \succ^* \text{solve}(B_1, \ldots, B_n)$ (cases (2) and (3) reduce number of subgoals, thus, at some point case (1) should be applied) or exists some atom $A$, such that $\text{solve}(B_1, \ldots, B_n) \succ^* \text{solve}(\lnot A) \succ^* \text{solve}(B_1, \ldots, B_n)$. Reasoning similar to above shows that $\text{solve}(A) \succ^* \text{solve}(A)$ holds, implying contradiction. Well-foundedness is proved analogously.

Now we are going to prove term-acceptability of the meta-program. Let $A \in \text{Call}(V_P \cup \gamma_{cc}(P'), \text{solve}(S))$. Then, one of the following holds:

- $\text{rel}(A) = \text{clause}$. Since there is no recursive clause, defining clause the claim follows.
- $A \in \text{solve}(\text{Call}(P', S))$, i.e., for some atom $G \in \text{Call}(P', S) \quad A = \text{solve}(G)$. Then, the only clause that its head is unifiable with $A$ is the last clause of $V_P$. Let $\theta$ be $\text{mgu}(A, \text{solve}(\text{Head}))$. Then, the restriction
of $\theta$ to variables of $G$ and $\text{Head}$ is also most general unifier of $G$ and $\text{Head}$.

We have to prove, thus, that for every computed answer substitution $\sigma$ for $\leftarrow \text{clause(Head, Body)}\theta$, $A \gg^* \text{solve(Body)}\theta\sigma$. If $\sigma$ is a computed answer substitution for $\leftarrow \text{clause(Head, Body)}\theta$, then $\text{Body}\theta\sigma$ is a body of a clause in $P'$, such that it head is unifiable with $\text{Head}\theta$. Thus, it is unifiable with $G\theta$, and with $G$. By case (1) of definition of $\gg^*$, $\text{solve}(G) \gg^* \text{solve}(\text{Body}\theta\sigma)$, completing the proof.

- $A$ is $\text{solve}(\neg G)$, for some $G \in \text{Atom}^E_P$. The only clause that its head is unifiable with $A$ is $\text{solve}(\neg \text{Atom}) \leftarrow \neg \text{solve}(\text{Atom})$. Let $\theta$ be $\text{mgu}(A, \text{solve}(\neg \text{Atom}))$. Since there are no intermediate body atoms in the clause we just have to show that $A \gg^* \neg \text{solve}(\text{Atom})\theta$. However, $\text{Atom}$ is a fresh variable, thus, $\text{Atom}\theta = G$. By case (4) of definition of $\gg$, holds that $\text{solve}(\neg G) \gg \neg \text{solve}(G)$, i.e., $A \gg^* \neg \text{solve}(\text{Atom})\theta$. In particular, $A \gg^* \neg \text{solve}(\text{Atom})\theta$.

- For some atoms $G_1, \ldots, G_n \in \text{Atom}^E_P$, $A = \text{solve}((G_1, \ldots, G_n))$. There are two recursive clause of $V_P$ that can be unified with $A$.

  - If the atom $A$ is resolved with is the first recursive clause of $V_P$, and $\theta$ is mgu of $A$ and $\text{solve}((\text{Atom}, \text{Atoms}))$ then $\text{Atom}\theta = G_1\theta$ and $\text{Atoms}\theta = (G_2, \ldots, G_n)\theta$. Moreover, $G_1\theta = G_1$ and $(G_2, \ldots, G_n)\theta = (G_2, \ldots, G_n)$.

Since there are two recursive subgoals we need to prove the following:

  * $A \gg^* \text{solve}(\text{Atom})\theta$, i.e., $\text{solve}((G_1, \ldots, G_n)) \gg^* \text{solve}(G_1)$, which is true by case (3) of definition of $\gg^*$.

  * For every computed answer substitution $\sigma$ for $\leftarrow \text{solve}(\text{Atom})\theta$, $A \gg^* \text{solve}(\text{Atoms})\theta\sigma$. $V_P$ is complete (Theorem 2.13, [18]), thus, $\sigma$ is also a computed answer substitution for $\leftarrow \text{Atom}\theta$.

  Thus, by case (2) of definition of $\gg^*$ the decrease holds.

- If the clause $A$ is resolved with last recursive clause of $V_P$ the term-acceptability condition is satisfied vacuously, since by definition of $\gamma_{ce}$ there is no fact of predicate clause that has a non-atomic expression as their first argument.

This completes the proof of term-acceptability of $V_P \cup \gamma_{ce}(P')$ w.r.t. $\text{solve}(S)$. Thus, $V_P$ improves termination.

However, we can also prove that $V_P$ preserves termination. To prove this, we start with term-acceptability of $V_P \cup \gamma_{ce}(P')$ w.r.t. $\text{solve}(S)$ and we’ll prove term-acceptability of $P'$ w.r.t. $S$. Let $>$ be an order defined by term-acceptability of $V_P \cup \gamma_{ce}(P')$ w.r.t. $\text{solve}(S))$. Then we define a new order on atoms of $P'$ as following: $A \succ B$ if $\text{solve}(A) > \text{solve}(B)$. This
order is defined on \( \{ G \mid \text{solve}(G) \in \text{Call}(V_P \cup \gamma_{ce}(P'), \text{solve}(S)) \} \). Since the set of calls is preserved by a meta-interpreter [16], this set coincides with \( \text{Call}(P', S) \). The order is well-defined and well-founded. The only thing we need to prove is that \( P' \) is term-acceptable w.r.t. \( S \) via this order.

First of all, term-acceptability of \( V_P \cup \gamma_{ce}(P') \) w.r.t. \( \text{solve}(S) \) implies that \( \text{solve}(\neg A) > \neg \text{solve}(A) \), and that \( \neg \text{solve}(A) \geq \text{solve}(A) \). Thus, \( \text{solve}(\neg A) > \text{solve}(A) \), i.e., \( \neg A \succ A \).

Second we have to prove that the decrease condition holds. Indeed, let \( A \in \text{Call}(P', S) \) and let \( A' \leftarrow B_1, \ldots, B_n \) be a clause in \( P' \), such that \( \text{mgu}(A, A') = \theta \) exists. Then, \( \theta \) is also \( \text{mgu}(\text{solve}(A), \text{solve}(A')) \). The computed answer substitution \( \sigma \) for \( \leftarrow \text{clause}(A\theta, B\theta) \) will map \( B\theta \) to \( (B_1, \ldots, B_n)\theta \). Thus, by term-acceptability of \( V_P \cup \gamma_{ce}(P') \) w.r.t. \( \text{solve}(S) \), \( \text{solve}(A) > \text{solve}((B_1, \ldots, B_n)\theta) \). Similarly, hold \( \text{solve}((B_1, \ldots, B_n)\theta) > \text{solve}(B_1\theta) \) and \( \text{solve}((B_1, \ldots, B_n)\theta) > \text{solve}((B_2, \ldots, B_n)\theta) \), where \( \sigma_1 \) is a computed answer substitution for \( \text{solve}(B_1\theta) \). By proceeding in this way we conclude, that for any atom \( B_i \), \( \text{solve}(A) > \text{solve}(B_i\theta\sigma_1 \ldots \sigma_{i-1}) \), where \( \sigma_j \) is a computed answer substitution for \( \leftarrow \text{solve}(B_j\theta\sigma_1 \ldots \sigma_{j-1}) \). Thus, we’ve proved that \( A \succ B_i\theta\sigma_1 \ldots \sigma_{i-1} \).

Correctness and completeness imply the term-acceptability and complete the proof.

5.4 Ground representation

In all the examples we’ve seen so far, the non-ground representation was taken. However, a number of papers discuss also the ground representation of object programs, and the corresponding meta-interpreters.
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Example 9. The following example was borrowed from [15]

\[
\text{idemo}(P, X, Y) \leftarrow \\
\quad \text{instance}_o(t(X, Y), \text{idemo1}(P, Y)).
\]

\[
\text{idemo1}(_{\text{true}}).
\]

\[
\text{idemo1}(P, \text{and}(X, Y)) \leftarrow \\
\quad \text{idemo1}(P, X), \\
\quad \text{idemo1}(P, Y).
\]

\[
\text{idemo1}(P, \text{not}(X)) \leftarrow \\
\quad \neg \text{idemo1}(P, X).
\]

\[
\text{idemo1}(P, \text{atom}(Q, X)) \leftarrow \\
\quad \text{member}(Z, P), \\
\quad \text{instance}_o(Z, \text{if}(\text{atom}(Q, X), B)), \\
\quad \text{idemo1}(P, B).
\]

\[
\text{inst \_ term}(v(N), X, [], [\text{bind}(N, X)]). \\
\text{inst \_ formula}(\text{true}, \text{true}, S, S).
\]

\[
\text{inst \_ term}(v(N), X, [\text{bind}(N, X)|S], \\
\quad [\text{bind}(N, X)|S]). \\
\text{inst \_ args}([], [], S, S).
\]

\[
\text{inst \_ term}(v(N), X, [\text{bind}(M, Y)|S], \\
\quad [\text{bind}(M, Y)|S1]) \leftarrow \\
\quad N \neq M, \\
\text{inst \_ term}(v(N), X, S, S1).
\]

\[
\text{inst \_ term}(\text{term}(F, X), \\
\quad \text{term}(F, Y), S, S1) \leftarrow \\
\quad \text{inst \_ args}(X, Y, S, S, S1).
\]

Existing termination techniques, such as [19] are powerful enough to prove termination of calls to \text{instance}_o(t, v), where \(t\) is a term, being a ground representation of a term, atom or clause and \(v\) is a variable that will be bounded to the non-ground representation of the same object. However, they are not powerful enough to analyse correctly this example, both due to imprecise representation of all possible ground terms, in particular all possible ground representations of programs, by the same abstraction and due to the nature of \text{idemo1} as a meta-interpreter. We can easily see that the “troublesome” part of this example is very similar to meta-interpreter \(V_P\) we’ve discussed.
6 Proving termination automatically

Recall once more the “vanilla” meta-interpreter, studied in Example 1. Note that there is no linear norm that can prove that LD-termination is improved. Indeed, let \( P \) be the following program:

\[
l(X) \leftarrow p(X), r(X).
p(X) \leftarrow q(X, Y), p(Y).
r(f(X)) \leftarrow s(Y), r(X).
q(f(Z), Z).
p(0).r(0).s(0).
\]

This program clearly terminates for \( \leftarrow l(t) \) for every ground term \( t \). Thus, \( \text{solve}(l(t)) \) terminates for every ground \( t \) as well. However, while trying use some linear norm \( \| \cdot \| \) and to prove acceptability w.r.t. it among others following constraints are obtained:

\[
\| \text{solve}(p(X)) \| > \| \text{solve}((q(X, Y), p(Y))) \|
\]

\[
\| \text{solve}(r(f(X))) \| > \| \text{solve}((s(Y), r(X))) \|
\]

\[
\| \text{solve}((s(Y), r(X))) \| > \| \text{solve}(r(X)) \|
\]

Note, that in general, the last constraint should take in the consideration the intermediate body atom \( s(Y) \) as well, but one can prove that it cannot affect \( r(X) \).

Recalling the assumption of linearity of the norm, i.e., that \( \| k(t_1, \ldots, t_n) \| = c^k + \sum_{i=1}^{n} a^k_i \| t_i \| \) and for all \( k \) and for all \( i, c^k_i \in \mathbb{N}_0 \) and \( a^k_i \in \mathbb{N}_0 \) those can be reduced to the following (without loss of generality, \( c^\text{solve} = 0 \) and \( a^\text{solve}_i = 1 \)). For functors having only one argument the subscript is dropped.

\[
c^p + a^p \| X \| > c^p \| a^q \| + a^q \| X \| + a^q \| Y \| + a^p \| Y \|
\]

\[
c^p + a^p c^q + a^q \| X \| > c^p \| a^q \| + a^q \| Y \| + a^p \| Y \| + a^p \| Y \|
\]

\[
c^p + a^p c^q + a^q \| Y \| + a^p \| X \| > c^p \| a^q \| + a^p \| Y \| + a^p \| Y \|
\]

Further reduction gives among, others, the following inequalities:
\[ c^p > c + a_1' c^d + a_2' c^p \]  \hfill (1)
\[ c^r + a^r c^f > c + a_1' c^s + a_2' c^r \]  \hfill (2)
\[ c^r + a_1' c^s + a_2' c^r > c^r \]  \hfill (3)
\[ a_2' a^r \geq a^r \]  \hfill (4)

(1) implies that \( a_2' = 0 \). Thus, \( a^r = 0 \) as well (4). However, (2) and (3) imply that \( a^r c^f > 0 \), which provides the desired contradiction.

Note that if the restriction of linearity is relaxed, termination, we proved using orders, implies existence of the norm, that also can be used for proving termination. However, this norm might be difficult or even impossible to generate automatically.

Note, that the trouble in this case arise from the fact that substitution needed for the intermediate body atom was “encapsulated” inside the one of the subgoals. To solve this we use the well-known technique of unfolding [7].

Unfortunately, as the following example shows, non-restricted unfolding can be non-terminating.

**Example 10.** Let \( M_P \) be the “vanilla” meta-interpreter and \( P' \) be the following

\[ p(X) \leftarrow p(f(X)) \]

Then, trying to unfold \( \text{solve}(p(f(X))) \) will cause an attempt to unfold \( \text{solve}(p(f(f(X)))) \) and so on. \( \square \)

Thus, we perform the following transformation.

1. Unfold the predicate \( \text{clause} \).
2. Repeatedly unfold the calls to \( \text{solve}((A, B)) \), until there are no subgoals of this form.

Observe, that by repeated unfolding \( \text{solve}((B_1, \ldots, B_n)) \), in the body of \( \text{solve}(A) \leftarrow \text{solve}((B_1, \ldots, B_n)) \), one obtains \( \text{solve}(A) \leftarrow \text{solve}(B_1), \ldots, \text{solve}(B_n) \).

This unfolding will always terminate, since a number of predicates and functions both in the meta-interpreter and in the interpreted program is finite. However, as shown in [7], in general, unfolding can improve termination, i.e., replace infinite branches by the failing ones. However, in our case, termination is not just improved, but preserved.
Lemma 3. Let $T$ be LD-tree of $Q$ and $P$, let $T'$ be LD-tree of $Q$ and $P'$, where $P'$ is obtained by unfolding clause. $T$ is finite if and only if $T'$ is finite.

Proof. $\Rightarrow$ Corollary 13 of [7].
$\Leftarrow$ For each node $N$ in $T'$ with a query $\text{solve}(A)$ for some $A \in B_E^P$, add between $N$ and it children $N_1, \ldots, N_k$ new nodes $M_1, \ldots, M_k$ with a query $\text{clause}(A, V_i), \text{solve}(V_i)$, where $V_i$ is a new fresh variable. In this way we reconstructed $T$ from $T'$. Clearly, if $T'$ is finite, then $T$ is finite as well. 

Lemma 4. Let $M_P$ be the “vanilla” meta-interpreter, $P'$ be an interpreted program, $P = M_P \cup \gamma_{ce}(P')$, $P'$ obtained from $P$ by unfolding predicate clause and $P''$ is obtained from $P'$ by repeated unfolding of solve$(A, B)$ as described above. Then, for every query solve$(Q)$, solve$(Q)$ terminates w.r.t. $P'$ if and only if it terminates w.r.t. $P''$.

Proof. $\Rightarrow$ Corollary 13 of [7].
$\Leftarrow$ If solve$(Q)$ is non-terminating w.r.t. $P'$, then there are infinitely many calls to goals solve. We distinguish between the following cases:

- there is an infinite branch in the LD-tree of $Q$ and $P'$, with finitely many calls to solve$(A, B))$. Then, there is a goal $G$, such that in the sub-LD-tree, rooted at $G$ there are no calls to solve$(A, B))$ at all. Transformation described does not affect this sub-LD-tree, thus, the LD-tree of $Q$ w.r.t. $P''$ is infinite as well.

- for all infinite branches in the LD-tree, there are infinitely many calls to solve$(B_1, \ldots, B_n))$ on those branches. The only clause in $P'$ that can be resolved with this goal is solve$(A, B)) \Leftarrow$ solve$(A), \text{solve}(B)$. That is first $A$ is resolved, and then further goals encapsulated in $B$. This behaviour is specified by the leftmost-selection rule used in the LD-tree for $Q$ and $P''$. Thus, there is correspondence between $\Leftarrow \text{solve}(B_1, \ldots, B_n))$ in the LD-tree for $Q$ and $P'$ and $\Leftarrow \text{solve}(B_1), \ldots, \text{solve}(B_n)$ in the LD-tree for $Q$ and $P''$, proving the lemma.

We summarise this to lemmas in the following theorem:

Theorem 8. Let $P$ be a meta-program, and let $P''$ be a program, obtained from $P$ by unfolding predicate clause and repeated unfolding of solve$(A, B))$. Then for every $Q$, $Q$ terminates w.r.t. $P$ if and only if $Q$ terminates w.r.t. $P''$. 
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Note, that termination analysis of $P''$ can be performed by existing methods. For example, if level mapping $|\cdot|$ and norm $\|\cdot\|$ are sufficient for proving acceptability of $P'$, $|\cdot|_{P''}$ defined as $\text{solve}(X) \mid_{P''} = \|X\|$ can be used for proving acceptability of $P''$. Alternatively, term-acceptability condition might be used.

7 Conclusion

We have presented a methodology for proving termination properties of meta-programs. The problem of termination was studied by a number of authors (see [12] for the survey, and more recent work can be found in [13, 14, 17, 19, 23, 25, 27, 29]).

Our methodology gains it power from using the integrated approach [24] that extends the traditional notion of acceptability [2] with the wide class of term-orderings that have been studied in the context of the term-rewriting systems. In this work we have shown that this approach allows to define relatively simple relation between the order that satisfies the requirements of term-acceptability for an object program and for the meta-interpreter extended by this object program and a corresponding set of goals. Thus, the methodology is useful to establish if the meta-interpreter improves or preserves termination. In particular, in the work on compositionality of termination proofs [4], level mappings for an object program cannot easily be reused for the meta-program.

Despite the intensive research on meta-programming inside the logic programming community [5, 18, 21] termination behaviour of meta-programs attracted less attention. Pedreschi and Ruggieri [22] use generic verification method, based on specifying preconditions and postconditions. Unfortunately, their termination results are restricted only to the “vanilla” meta-interpreter. It is not immediate how their results can be extended to alternative meta-interpreters, nor if the relationship between termination characterisation of the object program and the meta-program can be established.

We consider as a future work identifying additional classes of meta-interpreters, such as [10, 11, 28] and studying their termination behaviour.

8 Acknowledgement

Alexander Serebrenik is supported by GOA: “$LP^+$: a second generation logic programming language”.

25
References


9 Appendix A—Proof of the Calls Preservation Lemma

Lemma 1 Let $P'$ be an interpreted program, $M_P$ be the vanilla meta-interpreter and $G \in B_P^E$, then

\[
\{\text{solve}(A) \mid A \in \text{Call}(P', G)\} \equiv \\
\text{Call}(M_P \cup \gamma_{ce}(P'), \text{solve}(G)) \cap \{\text{solve}(A) \mid A \in B_P^E\}
\]

where $\equiv$ means equality up to variable renaming.

Proof. We prove the set-equality by proving containment in both directions.

$\subseteq$ Clearly, $\text{Call}(P', G) \subseteq B_P^E$. Thus, $\{\text{solve}(A) \mid A \in \text{Call}(P', G)\} \subseteq \{\text{solve}(A) \mid A \in B_P^E\}$. To prove the inclusion we need, therefore, to
prove that \( \{ \text{solve}(A) \mid A \in \text{Call}(P', G) \} \subseteq \text{Call}(MP \cup \gamma_{ce}(P'), \text{solve}(G)) \). To prove this we prove that every element of the right-hand side set is also an element of the left-hand side set.

Let \( K \in \{ \text{solve}(A) \mid A \in \text{Call}(P', G) \} \). That is, \( K = \text{solve}(K') \) for some \( K' \in \text{Call}(P', G) \). The proof is inductive and based on the derivation of \( K' \). Note, that we need to prove stronger claim then we actually need: we prove not only the membership claimed, but also that for every goal \( G_0 \) in the LD-tree of \( P' \) and \( G \) there is a goal in \( MP \cup \gamma_{ce}(P') \) and \( \text{solve}(G) \) such that its arguments form a partition of \( G_0 \) up to variable renaming.

- **Induction base** \( K' = G \) and \( K = \text{solve}(G) \), implying \( K \in \text{Call}(MP \cup \gamma_{ce}(P'), \text{solve}(G)) \). The second part of the claim is also immediate.

- **Inductive assumption** Assume that for some goal \( \leftarrow G_{1}, \ldots, G_{n} \) in the LD-tree of \( P' \) and \( G \), \( \text{solve}(G_{1}) \in \text{Call}(MP \cup \gamma_{ce}(P'), \text{solve}(G)) \) and there exists a goal \( G_0 \) in the LD-tree of \( MP \cup \gamma_{ce}(P') \) and \( \text{solve}(G) \), such that \( G_0 \) is

\[
\leftarrow \text{solve}((G_{1,1}, \ldots, G_{1,n_1}), \ldots, \text{solve}((G_{m,1}, \ldots, G_{m,n_m}))
\]

and \( (G_{1,1}, \ldots, G_{1,n_1}), \ldots, (G_{m,1}, \ldots, G_{m,n_m}) \) forms a partition of \( G_{1, \ldots, G_{n}} \) up to variable renaming.

- **Inductive step** We need to prove two claims.
  * First, let \( H \leftarrow H_{1}, \ldots, H_{t} \) be a a clause in \( P' \), and \( H' \leftarrow H'_{1}, \ldots, H'_{t} \) be its renamed apart version. Then, the goal \( \leftarrow (H'_{1}, \ldots, H'_{t}, G_{2}, \ldots, G_{n}) \theta \), is a resolvent of the previous goal and a clause, where \( \theta = \text{mgu}(G_{1}, H) \). We have to prove that \( \text{solve}(H'_{1} \theta) \in \text{Call}(MP \cup \gamma_{ce}(P'), \text{solve}(G)) \). We also have to prove that there is a goal, such that it arguments form a partition of \( \leftarrow (H'_{1}, \ldots, H'_{t}, G_{2}, \ldots, G_{n}) \theta \) up to variable renaming.
  * Second, we prove \( \text{solve}(G_{2} \sigma) \in \text{Call}(MP \cup \gamma_{ce}(P'), \text{solve}(G)) \), where \( \sigma \) is a computed answer substitution for \( G_{1} \). We also have to prove that there is a goal, such that it arguments form a partition of \( \text{solve}(G_{2} \sigma), \ldots, G_{k} \sigma \) up to variable renaming.

We prove these claims.

* By inductive assumption,

\[
\text{solve}(G_{1}) \in \text{Call}(MP \cup \gamma_{ce}(P'), \text{solve}(G))
\]

The only clause of \( MP \) that is applicable is

\[
\text{solve}(	ext{Head}) \leftarrow \text{clause}(	ext{Head, Body}), \text{solve}(	ext{Body})).
\]
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Thus, the descendant of a goal with the selected atom \( \text{solve}(G_1) \), will be
\[
\leftarrow \text{clause} (\text{Head}_\tau, \text{Body}_\tau), \text{solve}(\text{Body}_\tau), G_2 \tau, \ldots, G_k \tau,
\]
where \( \tau = \text{mgu}(\text{solve}(G_1), \text{Head}) \). However, \( \text{Head} \) is a variable.
Thus, \( \text{Head}_\tau = G_1 \tau = G_1 \). Moreover, by the definition of \( \tau \),
\( \text{Body}_\tau \) remains a free variable \( \text{Body} \). Similarly, observe, that \( \tau \)
does not bind \( G_2, \ldots, G_k \).

Observe, that by definition of \( \gamma_{ce} \), \( \gamma_{ce}((H \leftarrow H_1, \ldots, H_l)) \in \gamma_{ce}(P') \).
Thus, \( \text{clause}(G_1, \text{Body}) \), can be unified with a renamed
apart instance of \( \gamma_{ce}((H \leftarrow H_1, \ldots, H_l)) \). Call this instance
\( \text{clause}(H''_i, (H''_1, \ldots, H''_l)) \). Then, the unification can be done
via variably-renamed \( \theta \) combined with the mapping of \( \text{Body} \)
to properly instantiated \( H''_1, \ldots, H''_l \), say \( \theta' \). Thus, \( H''_i \theta \) and
\( H''_i \theta' \) are identical up to variable renaming for all \( i \).

Thus, the next call in the LD-tree of \( M_P \cup \gamma_{ce}(P') \) and \( \text{solve}(G) \)
is \( \leftarrow \text{solve}((H''_1 \theta', \ldots, H''_l \theta')) \), \( G_2, \ldots, G_k \). By the remark on \( \theta' \) arguments of this goal form a partition of \( \leftarrow H''_1 \theta, \ldots, H''_l \theta, \)
\( G_2 \theta, \ldots, G_k \theta \).

Selected atom of this goal is \( \text{solve}((H''_1 \theta', \ldots, H''_l \theta')) \). We distinguish between the following cases:

- \( m = 1 \). In this case the selected atom is \( \text{solve}(H''_1 \theta') \). Thus,
there is a variant of \( \text{solve}(H'_1 \theta) \) that is contained in the set
of calls of \( M_P \cup \gamma_{ce}(P') \) and \( \text{solve}(G) \), completing the proof.
- \( m > 1 \). In this case both recursive clauses of \( M_P \) can be
unified with the selected atom. If the same clause of \( M_P \)
as above is selected then the attempt to resolve a goal
\( \text{clause}((H''_1 \theta', \ldots, H''_l \theta'), \text{Body'}) \) will fail, since by definition
of \( \gamma_{ce} \), the first argument position of \( \text{clause}/2 \) is always
occupied by an atom of \( B_F^P \) and \( ,/2 \) is assumed not to be
a predicate of \( P' \). Otherwise, the clause
\[
\text{solve}((\text{Atom}, \text{Atoms})) \leftarrow \text{solve}(\text{Atom}), \text{solve}(\text{Atoms}).
\]
is used. \( \text{Atom} \) is a fresh variable. Thus, after the unification
via an \( \text{mgu} \), \( \text{Atom} = H''_i \theta' \delta \), i.e., \( H''_i \theta' \).
That is the next atom that will be selected is \( \text{solve}(\text{Atom} \delta) \), i.e.,
\( \text{solve}(H''_i \theta') \) and once more we conclude by claiming that
there is a variant of \( \text{solve}(H'_i \theta) \) that is contained in the set
of calls of \( M_P \cup \gamma_{ce}(P') \) and \( \text{solve}(G) \).

* Now we prove that \( \text{solve}(G_2 \sigma) \in \text{Call}(M_P \cup \gamma_{ce}(P'), \text{solve}(G)) \),
where \( \sigma \) is a computed answer substitution for \( G_1 \). By inductive
assumption there is a goal in the LD-tree of \( M_P \cup \gamma_{ce}(P') \) and
solve(G), say \( \leftarrow \) solve\((G_{1,1}, \ldots, G_{1,n_1})\), \( \ldots \), solve\((G_{m,1}, \ldots, G_{m,n_m})\)
such that \((G_{1,1}, \ldots, G_{1,n_1}), \ldots, (G_{m,1}, \ldots, G_{m,n_m})\) forms a
partition of \(G_{1,\ldots,k}\) up to variable renaming.

We distinguish between the following cases.

\( n_1 = 1 \). By definition of partition \( G_{1,1} = G_1 \) (up to variable
renaming). By completeness and correctness result of Levi
and Ramundo \([18]\), \( \sigma \) is also obtained as a computed answer
substitution for \( \leftarrow \) solve\((G_1)\). Thus, the next atom that
will be selected is solve\((G_{2,1}, \ldots, G_{2,n_2})\)\(\sigma\). Sequence of se-
quences \((G_{2,1}, \ldots, G_{2,n_2})\)\(\sigma\), \( \ldots \), \((G_{m,1}, \ldots, G_{m,n_m})\)\(\sigma\) forms a
partition of \(G_{2}\sigma, \ldots, G_{k}\sigma\) up to variable renaming and \(G_{1,2} = G_2 \) (up to variable renaming).
Reasoning similar to above shows that solve\((G_2)\) becomes
selected either immediately \((n_2 = 1)\) or after additional
application of the second clause of \( M_P \).

\( n_1 > 1 \). The only clause that can be applied to this goal is
the second clause of \( M_P \). Goals that originate from it are \( \leftarrow \) solve\(((G_{1,2}, \ldots, G_{1,n_1})\)\(\sigma'\), \( \ldots \), solve\((G_{m,1}, \ldots, G_{m,n_m})\)\(\sigma'\), and
\( \leftarrow \) solve\((G_{1,1})\), where \( \sigma' \) is a computed answer substitution for
\( \leftarrow \) solve\((G_{1,1})\).

By definition of partition \( G_{1,1} = G_1 \) (up to variable
renaming). By completeness and correctness result of Levi
and Ramundo \([18]\), \( \sigma' \) is also a computed answer substitu-
tion for \( G_1 \) and \( \sigma \) is a computed answer substitution for
\( \leftarrow \) solve\((G_1)\). Thus, we can identify \( \sigma \) and \( \sigma' \), and the
second goal can be written as

\( \leftarrow \) solve\(((G_{1,2}, \ldots, G_{1,n_1})\)\(\sigma\), \( \ldots \), solve\((G_{m,1}, \ldots, G_{m,n_m})\)\(\sigma\)
Arguments of this goal form a partition of \(G_{2}\sigma, \ldots, G_{k}\sigma\) up
to variable renaming and that \( G_{1,2} = G_2 \) (up to variable
renaming).

By reasoning similar to above one can see that solve\((G_2)\)
becomes selected either immediately \((n_1 = 2)\) or after ad-
ditional application of the second clause of \( M_P \).

\( \equiv \) Now we are going to prove that

\[ \{ \text{solve}(A) \mid A \in \text{Call}(P', G) \} \supseteq \]

\[ \text{Call}(M_P \cup \gamma_{ce}(P'), \text{solve}(G)) \cap \{ \text{solve}(A) \mid A \in B_{P'}^E \} \]

Let \( K \in \text{Call}(M_P \cup \gamma_{ce}(P'), \text{solve}(G)) \cap \{ \text{solve}(A) \mid A \in B_{P'}^E \} \).
Then, the \( K = \text{solve}(K') \) for some \( K' \in B_{P'}^E \). We need to show that
\( K' \in \text{Call}(P', G) \).
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As earlier, we are going to prove this claim inductively and, similarly, we need to prove more strong claim than we actually need. We are going to prove that for every goal

$$\leftarrow \text{solve}(G_{1,1}, \ldots, G_{1,n_1}), \ldots, \text{solve}(G_{m,1}, \ldots, G_{m,n_m})$$

in the LD-tree of $M_P \cup \gamma_{ce}(P')$ and $\text{solve}(G)$, there is a goal $\leftarrow G_1, \ldots, G_k$ in the LD-tree of $P'$ and $G$, such that the sequence of sequences $((G_{1,1}, \ldots, G_{1,n_1}), \ldots, (G_{m,1}, \ldots, G_{m,n_m}))$ forms a partition of $G_1, \ldots, G_k$ and that $G_{1,1} \in \text{Call}(P', G)$.

- **Induction base** If $K = \text{solve}(G)$, then $K' = G$, and $K' \in \text{Call}(P', G)$. The second claim is immediate as well.

- **Inductive step** As above we need to prove two claims.

  * Let $\leftarrow \text{solve}(G_{1,1}, \ldots, G_{1,n_1}), \ldots, \text{solve}(G_{m,1}, \ldots, G_{m,n_m})$ be a goal in the LD-tree of $M_P \cup \gamma_{ce}(P')$ and $\text{solve}(G)$. We distinguish between the following cases:
    - $n_1 = 1$. Then, the only clause that can be applied to the goal is the third clause of $M_P$, i.e.,
      $$\text{solve}(\text{Head}) \leftarrow \text{clause}(\text{Head}, \text{Body}), \text{solve}(\text{Body}).$$
    Similarly, to the reasoning in the proving the other direction of containment, observe that $\text{Head}$ is a variable, thus, if $\theta$ is a mgu of $\text{solve}(\text{Head})$ and $\text{solve}(G_{1,1})$, then $\text{solve}(G_{1,1})\theta = \text{solve}(G_{1,1})$.

Let $\tau$ be a computed answer substitution for $\text{clause}(G_{1,1}, \text{Body})$. That is there is a fact $\text{clause}(H_i, (H_1, \ldots, H_i))$, such that $H_i \tau = G_{1,1} \tau$ and $\text{Body} \tau = (H_1, \ldots, H_i) \tau$. Thus, the resolvent is $\leftarrow \text{solve}(H_1, \ldots, H_i) \tau, \ldots, \text{solve}(G_{m,1}, \ldots, G_{m,n_m}) \tau$.

By our assumption, there is $\leftarrow G_1, \ldots, G_k$ in the LD-tree of $P'$ and $G$, such that $(G_{1,1}, \ldots, G_{1,n_1}), \ldots, (G_{m,1}, \ldots, G_{m,n_m})$ form a partition of $G_1, \ldots, G_k$. Thus, $G_1 = G_{1,1}$ (up to variable renaming).

Since $\text{clause}(H_i, (H_1, \ldots, H_i)) \in \gamma_{ce}(P')$, $(H \leftarrow H_1, \ldots, H_i) \in P'$. Moreover, $G_1$ and $H$ are unifiable via $\tau$, and $\tau$ restricted to variables of $G_1$ and $H$, is the most general unifier for them. Thus, the next goal in the LD-tree of $P'$ and $G$ is the resolvent, i.e., $\leftarrow H_1 \tau, \ldots, H_i \tau, G_2 \tau, \ldots, G_k \tau$. This proves that there is a goal in the LD-tree of $P'$ and $G$ such that a sequence of sequences $(H_1 \tau, \ldots, H_i \tau), \ldots, (G_{m,1} \tau, \ldots, G_{m,n_m} \tau)$ forms a partition of it. Selected atom of $\leftarrow H_1 \tau, \ldots, H_i \tau, G_2 \tau, \ldots, G_k \tau$
is $H_1\tau$. Thus, $H_1\tau \in \text{Call}(P', G)$, i.e., the first argument of the first subgoal in the goal $\leftarrow \text{solve}((H_1, \ldots, H_l)\tau), \ldots, \text{solve}((G_{m,1}, \ldots, G_{m,n_m}))\tau$ appears in $\text{Call}(P', G)$.

- $n_1 > 1$. In this case the only clause that is applicable is the second clause of $M_P$. After application of the clause the case is reduced to the previous one.

* We prove that if

\[
\leftarrow \text{solve}((G_{1,1}, \ldots, G_{1,n_1})), \ldots, \text{solve}((G_{m,1}, \ldots, G_{m,n_m}))
\]

has the properties specified above, then the following goal: $\leftarrow \text{solve}((G_{1,2}, \ldots, G_{1,n_1})\sigma), \ldots, \text{solve}((G_{m,1}, \ldots, G_{m,n_m})\sigma)$ has the same properties as well ($\sigma$ is a computed answer substitution of $\text{solve}(G_{1,1})$).

First of all, as in the previous proof we can assume $n_1 = 1$, since the second case can be reduced to this one after one application of the second clause of $M_P$.

By our assumption, there is a goal $\leftarrow G_1, \ldots, G_k$ in the LD-tree of $P'$ and $G$, such that $G_{1,1}, (G_{2,1}, \ldots, G_{2,n_2}), \ldots, (G_{m,1}, \ldots, G_{m,n_m})$ forms its partition and $G_{1,1} = G_1$ (up to variable renaming).

By correctness and completeness result of Levi and Ramundo [18] $\sigma$ is also computed answer substitution of $G_1$. Thus, the goal $\leftarrow G_2\sigma, \ldots, G_k\sigma$ is a goal in the LD-tree of $P'$ and $G$, such that $(G_{2,1}, \ldots, G_{2,n_2})\sigma, \ldots, (G_{m,1}, \ldots, G_{m,n_m})\sigma$ forms its partition and $G_{2,1}\sigma = G_2\sigma$. Since $G_2\sigma$ is selected atom in $\leftarrow G_2\sigma, \ldots, G_k\sigma$, we claim that $G_{2,1}\sigma \in \text{Call}(P', G)$. 
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