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Abstract

We present an extension of the methods of Apt and Bezem for proving termination of general logic programs, to the case of abductive general logic programs. We consider programs executed under SLDNFA resolution, an abductive extension of SLDNF proposed by Denecker and De Schreye, w.r.t. an arbitrary safe selection rule. We show that the termination conditions for SLDNF of Apt and Bezem, namely acyclicity of the program and boundedness of the query, are not sufficient for ensuring termination under SLDNFA. A third syntactic condition, namely abductive nonrecursivity of the program and query, is proposed which prevents the abducing of an infinite number of abducible atoms. Acyclicity of the program, boundedness of the query and abductive nonrecursivity of the program and query form our sufficient termination condition for SLDNFA. By the best of our knowledge, this is the first work on termination of an abductive procedure for general logic programs.
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1 Introduction

The role of abduction as a reasoning paradigm in AI is widely accepted. Abduction is a form of reasoning which, given a knowledge base and an observation Q, finds possible explanations of Q in terms of a particular set of predicates, called the abducible predicates. In the context of logic programming, abductive procedures have been used for a.o. planning [11, 17, 18], knowledge assimilation and belief revision [14], database updating [15], and reasoning in the context of temporal domains with uncertainty [9]. In [8], Denecker and De Schreye present an abductive extension of SLDNF [1], called SLDNFA. We investigate the termination behaviour of general logic programs executed under SLDNFA w.r.t. an arbitrary safe selection rule. We show that the termination conditions for SLDNF of Apt and Bezem [3], namely acyclicity of the program and boundedness of the query w.r.t. a level mapping, are not sufficient for ensuring termination under SLDNFA. In particular, these conditions do not prevent an SLDNFA-derivation from abducting an infinite number of abducible atoms. We propose a third, syntactical condition, namely abductive nonrecursiveness of the program and query. This condition together with the acyclicity of the program and boundedness of the query are sufficient for proving termination of an SLDNFA-derivation using a safe selection rule. For definite programs and queries as well as for programs and queries without abducible predicates, the condition of abductive nonrecursiveness is trivially satisfied. So, in these cases, termination of SLDNFA comes down to acyclicity of the program and boundedness of the query. By the best of our knowledge, this is the first work on termination of an abductive procedure for general logic programs.

Besides SLDNFA, a number of other abductive extensions of SLDNF resolution have been proposed, including [20, 17, 15, 19, 21, 5]. However, as discussed in [8], either these procedures have not been formalized and proved correct, or they can be proved correct only for a restricted class of abductive logic programs, or they do not provide a way of checking the consistence of the abductive answers, or they do not provide a treatment for floundering abduction (which is an analog problem of the negation floundering problem and arises when a nonground abductive atom is selected). An exception is the iff procedure of [13]. SLDNFA and iff are in many respects complementary. However, while SLDNFA is formalized in a logic programming style, iff is formalized as a rewrite procedure using completion. We refer to [8] for a formal discussion on these works and a detailed comparison with SLDNFA. Our choice for SLDNFA is also motivated by the following reason. Similar to the definition of SLDNF [1], SLDNFA is based on a schema which models the computation process. This allows us to reason on and prove properties of "run time behaviour", like termination, of derivations.

The paper is structured as follows. After a short section of preliminaries, we recall in Section 3 the SLDNFA proof procedure as defined in [8]. In Section 4, we show that the termination conditions for SLDNF, as proposed in [3], are not sufficient for proving termination of SLDNFA. We present a sufficient termination condition, extending the condition of [3], for SLDNFA executed under an arbitrary safe selection rule. We conclude in Section 5. In the appendix, one can find some more examples illustrating concepts introduced in this paper.

2 Preliminaries

We assume familiarity with the basic concepts of logic programming [16, 2]. Throughout the paper, P will denote a general logic program based on an alphabet Σ. Let Σp ⊆ Σ denote the set of predicate symbols of Σ. For a set A ⊆ Σp of predicate symbols, we denote with P A the abductive general logic program P with set of abducible predicates A. In Section 3, the SLDNFA proof procedure for abductive programs [8] is defined.

With U P, resp. B P, we denote the Herbrand Universe, resp. Herbrand Base, associated with (Σ underlying) P. With ¬B P we denote the set of negative ground literals {¬A | A ∈ B P}. The extended Herbrand Universe, U P, and the extended Herbrand Base, B P, associated with P, were introduced in [12]. They are defined as follows. Let TermP and Atomp denote the set of respectively all terms and atoms that can be constructed from the alphabet underlying P (including variables). The variant relation, denoted ≈, defines an equivalence. U P and B P are respectively the quotient sets TermP/ ≈ and Atomp/ ≈. For any term t (or atom A), we denote its class in U P (B P) as ℓ(A). However, when no confusion is possible, we omit the tildes. Let ¬B P = {¬A | A ∈ B P}.
With $\text{ground}_2(P)$ we denote the set of $\Sigma$-ground instances of clauses of $P$. For a clause $C$ of $P$, we denote with $\text{Head}(C)$ the atom occurring in the head of $C$ and with $\text{Body}(C)$ the set of literals occurring in the body of $C$.

Let $p, q$ be two predicate symbols of $P$. We say that $p$ refers to $q$ in $P$ if there is a clause in $P$ with $p$ in the head and $q$ occurring in the body. When necessary, we distinguish between two kinds of “refers to”-arcs: there is a positive, resp. negative, arc from $p$ to $q$ if there is a clause in $P$ with $p$ in the head and $q$ occurring positively, resp. negatively, in the body. We say that $p$ depends on $q$, and write $p \sqsupseteq q$, if $(p, q)$ is in the reflexive, transitive closure of the relation refers to. We write $p \sqsubseteq q$ if $p \sqsupseteq q$ and $q \sqsubseteq p$ (and $p$ and $q$ are mutually recursive or $p 
less q$), and $p \sqsubset q$ if $p \sqsupseteq q$ and $q \not\sqsubseteq p$. If $L$ is a literal $p(t_1, \ldots, t_n)$ or $\neg p(t_1, \ldots, t_n)$, then we define $\text{Rel}(L) = p$. With a signed predicate of a set $P$ of predicate symbols, we mean $p$ or $\neg p$, where $p \in P$. An atom of the form $p(\emptyset)$ will be called a $p$-atom.

3 SLDNFA

An abductive logic program $P^A$ based on $\Sigma$ is a general program $P$ based on $\Sigma$ together with a subset $A$ of predicates of $\Sigma^P$, called abducible. The other predicates in $\Sigma^P \setminus A$ are called nonabducible. Without loss of generality, we assume that for any nonpropositional abductive logic program $P^A$, equality $\equiv$ is defined by one unit clause, $X = X \leftarrow$, in $P$ (without explicitly stating this in the examples).

In [8], the $3$-valued completion semantics for abductive logic programs and the notion of abductive solution for a query w.r.t. a program are defined. By the lack of space, we will not go into detail here and we will only give the proof procedure, called SLDNFA. This section is based on [8] and we refer to [8] for the soundness and completeness results and for more details.

An SLDNFA computation can be understood as a process of deriving formulas $\forall(Q_0 \leftarrow \Phi)$, with $\leftarrow Q_0$ the initial query and the conjunction $\Phi$ composed of two types of unsolved queries:

- For any query $\leftarrow Q$ for which a derivation still needs to be computed (in the sequel, a positive query), $\Phi$ contains the open formula $\neg Q$ (denoting the open conjunction of literals in $Q$).

- For any query $\leftarrow Q$ for which a failure tree still needs to be constructed (in the sequel, a negative query), $\Phi$ contains the open formula $\forall \overline{X}. \leftarrow Q$ with $\overline{X}$ a subset of the variables of $Q$.

SLDNFA selects unsolved positive or negative queries $\leftarrow Q$ and literals in $\leftarrow Q$ and rewrites these queries depending on the sort of selection. These rewrite operations can be interpreted as theorem proving steps on $\Phi$. Resolution is applied on nonabducible atoms selected in positive and negative queries, as in SLDNF. Negative literals are deleted from positive queries and added as negative queries and vice versa, just as in SLDNF. Abducible atoms in positive queries are never selected: they are treated as residual atoms. They are called abduced atoms. The process of computing an increasing set of residual abducible atoms can be understood as the incremental construction of a definition for the abducible predicates. Abducible atoms selected in negative queries are resolved with the residual atoms in the positive queries.

Note that $\Phi$ contains two types of variables: free variables (universally quantified in front of $\forall(Q_0 \leftarrow \Phi)$) and variables universally quantified in a conjunct of $\Phi$. This distinction plays a crucial role in SLDNFA. The variables that appear free in $\Phi$ will be called positive and the variables that appear universally quantified in $\Phi$ will be called negative. Whether variables in queries in a derivation are positive or negative depends on the way they are introduced in the derivation. The positive variables are either variables of the initial query $Q_0$ or are the variables of input program clauses used for resolution with positive queries. The negative variables are the variables of program clauses used for resolution with negative queries. What follows is a precise description of how the basic operations of unification and resolution are modified to take the difference between positive and negative variables into account.

Definition 3.1 (marking) A marking $\alpha$ is a partial function of the set of variables of an alphabet $\Sigma$ to the set $\{+, -, \emptyset\}$. Given a marking $\alpha$, a variable $X$ is marked $\alpha$ if $\alpha(X)$ is defined. A marked atom, equality set, query, program clause is one in which all variables are marked.
Given a marking $\alpha$, we denote with $X^+$, resp. $Y^-$, that $\alpha(X) = \ldots$, resp. $\alpha(Y) = \ldots$. A marking can be seen as a memo to inform unification and resolution in SLDNFA about the logical nature of the variables.

**Definition 3.2 (positive solved form; solvable equality set)**

An equality set is in solved form iff it is a set of equality atoms of the form $X = t$ such that $X$ is a variable different from the term $t$ and $X$ occurs only once at the left and not at the right.

Given a marking $\alpha$, a marked equality set is in positive solved form iff it is in solved form and it contains no atoms of the form $X^+ = Y^-$. An equality set $E_\pi$ is a (positive) solved form of an equality set $E$ iff $E_\pi$ is in (positive) solved form and $E_\pi$ is a mgu of $E$. An equality set with a solved form is called solvable; an equality set without solved form is called unsolvable. Two atoms $p(\bar{t})$, $p(\bar{\pi})$ are said to be unifiable iff $\{ \bar{t} = \bar{\pi} \}$ is solvable.

It is straightforward that (given some marking $\alpha$) a marked equality set has a solved form iff it has a positive solved form. Also, a correct unification algorithm can be extended to an algorithm computing a positive solved form.

**Definition 3.3 (positive resolution)**

Given is a marking $\alpha$, a marked query $\leftarrow Q \leftarrow B_1$, $p(\bar{t})$, $B_2$ and $C \equiv p(\bar{\pi}) \leftarrow B'$ a marked clause.

$\leftarrow Q'$ is derived from $\leftarrow Q$ and $C$ by positive resolution on $p(\bar{t})$ using $\theta$ if the following holds: (1) $\theta$ is a solved form of $\bar{t} = \bar{\pi}$ and (2) $Q'$ is the query $\theta(B' \leftarrow B_1, B', B_2)$. We call $\leftarrow Q'$ the positive resolvent.

In SLDNFA, positive resolution is applied to positive queries. If $E$ is a marked equality set in positive solved form, define $E_+$, resp. $E_-$, as the subset of $E$ having a positive variable, resp. negative variable, at the left.

**Definition 3.4 (negative resolution)**

Given is a marking $\alpha$, a marked query $\leftarrow Q \leftarrow B_1$, $p(\bar{t})$, $B_2$ and $C \equiv p(\bar{\pi}) \leftarrow B'$ a marked program clause or a marked abducible atom ($B' = \{ \}$).

$\leftarrow Q'$ is derived from $\leftarrow Q$ and $C$ by negative resolution on $p(\bar{t})$ if the following holds: (1) $\bar{t} = \bar{\pi}$ has a positive solved form $E$ and (2) $Q'$ is the query $E_-(\leftarrow B_1, E_+, B', B_2)$. We call $\leftarrow Q'$ the negative resolvent.

**Definition 3.5 (irreducible equality atom)**

We call $s = t$ irreducible when $s$ is a positive variable and $t$ is either a nonvariable term or another positive variable.

Negative resolution is applied to negative queries. In such a negative query, an irreducible atom formulates a disequality constraint on a positive variable. Negative resolution will never bind positive variables; instead it generates disequality constraints on them. Note that, for queries and program clauses that contain only positive (resp. negative) variables, positive (resp. negative) resolution and classical resolution coincide.

The following notion of prederivation serves as a kind of skeleton for the notion of an SLDNFA-derivation.

**Definition 3.6 (prederivation)**

Given is an abductive logic program $P^A$ based on an alphabet $\Sigma$. A prederivation $K$ is a tuple $((\theta_1, \ldots, \theta_n), T, \alpha)$ with $\theta_1, \ldots, \theta_n$ a sequence of substitutions, $T$ a tree of labeled queries $\leftarrow Q$ and labeled arcs, and $\alpha$ a marking of the variables of $\Sigma$. Each query is labeled positive or negative. A query $\leftarrow Q$ in the tree may or may not be labeled by a literal in $\leftarrow Q$, called the selected literal.

An arc from a negative query $\leftarrow Q_1, L, Q_2$ with a selected atom $L$ arrives in a negative query $\leftarrow Q'$ and is labeled with a program clause $H \leftarrow B$ (or an abducible atom $H$), called the applied resolvent. $\leftarrow Q'$ is derived from $\leftarrow Q_1, L, Q_2$ and $H \leftarrow B$ (resp. $H$) by negative resolution on $L$.

The sequence of substitutions in a prederivation will be the sequence of substitutions computed at positive resolution steps.

Given an abductive logic program $P^A$ and a prederivation $K$, a resolvent of a node $N$ in $K$ with a nonabducible selected atom $L$ is any program clause $H \leftarrow B$ of $P^A$ such that $L$ and a variant of $H$ are unifiable. If the selected atom $L$ of $N$ is abducible, then a resolvent of $N$ is any abducible atom $L'$ in a positive query of $K$ such that $L$ and $L'$ are unifiable. For a negative query $\leftarrow Q$ in $K$, we distinguish between applied resolvents (those appearing as applied resolvent of arcs leaving $\leftarrow Q$ in $K$) and the other, nonapplied resolvents.
Definition 3.7 (selection) Given is a prederivation $K$.
A first SLDNFA-selection in $K$ is a tuple $(N, L)$, where $N$ is a positive or negative query in $K$ without selected literal, and $L$ is a literal in $N$. If $N$ is a positive query, then $L$ is not an abducible atom.
An SLDNFA-reselection in $K$ is a tuple $(N, C)$, where $N$ is a negative query in $K$ labeled with a selected atom $L$ and $C$ is a nonapplied resolvent of $N$ (w.r.t. $K$ and $P^A$).
An SLDNFA-selection in $K$ is a first selection or reselection in $K$.

Note that an abducible atom in a positive query cannot be selected. The only queries that can be selected more than once are negative queries with a selected atom for which different branches of the failure tree are to be explored.
In [8] it is shown that the safety condition on the selection rule in SLDNF (namely that only ground negative literals can be selected) can be weakened in the SLDNFA procedure: positive variables may appear in selected negative literals. However, SLDNFA does not offer a solution for the treatment of negative variables in positive queries. Therefore the following (weak) safety condition is imposed on the selection rule in SLDNFA.

Definition 3.8 (safe selection) Given is a prederivation $K$. A selection is safe iff it is a reselection or if it is a first selection $(N, L)$ such that $L$ is not a negative literal containing negative variables.

A program clause $C'$ is called a standardized apart variant of a program clause $C$ w.r.t. a prederivation $K = ((\theta_1, \ldots, \theta_n), T, \alpha)$ iff $C'$ is a variant of $C$ and the variables in $C'$ appear neither in $C$, nor in $\theta_1, \ldots, \theta_n$ nor in $T$.

Definition 3.9 (SLDNFA-derivation) Let $P^A$ be an abductive logic program and $\leftarrow Q_0$ be a query. An SLDNFA-derivation is defined by induction:

- The tuple $((\_), T_0, c_0)$, with $T_0$ a tree consisting of a single positive query $\leftarrow Q_0$ and $c_0$ the marking that marks the variables of $Q_0$ positive, is an SLDNFA-derivation.

- Given an SLDNFA-derivation $K$, an SLDNFA-extension of $K$ using some safe selection in $K$ is an SLDNFA-derivation.

An SLDNFA-extension of a pre-derivation $K = ((\theta_1, \ldots, \theta_n), T, \alpha)$ is defined as follows.
Let $(N, L)$ be a first selection in $K$ with $N \leftarrow Q$.
An SLDNFA-extension of $K$ using first selection $(N, L)$ is a prederivation $K' = ((\theta_1, \ldots, \theta_n, \theta), T', \alpha')$ such that $T'$ is obtained from $T$ by adding a set $S$ with zero, one, or two descendants to $N$, marking $N$ with selected literal $L$, and applying $\theta$ on all queries and labels of $T$. $\alpha'$, $\theta$ and the set of descendants $S$ satisfy one of the following conditions:

- Let $N$ be a positive query and $L$ be an atom $p(\theta_1, \ldots)$ with $p$ nonabducible.
  $\alpha'$ extends $\alpha$ by marking all variables of a standardized apart variant $C'$ of a program clause $C \in P$ positive. $S$ is a singleton containing a positive query $\leftarrow Q'$, which is derived by positive resolution from $\leftarrow Q$ and $C'$ on $p(\theta)$ using $\theta$.
  In all other cases $\theta = \epsilon$ (the empty substitution) and $\alpha' = \alpha$. Depending on the type of selection, $S$ satisfies the following conditions:

- Let $N$ be a positive query and $L = \neg A$.
  $S$ is a pair consisting of a negative query $\leftarrow A$ and a positive query $\leftarrow Q'$ obtained by deleting $\neg A$ in $\leftarrow Q$.

- Let $N$ be a negative query and $L = \neg A$.
  Either $S$ is the singleton containing one positive query $\leftarrow A$, or $S$ is the singleton consisting of a negative query $\leftarrow Q'$ obtained by deleting $\neg A$ in $\leftarrow Q$.  
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• Let \( N \) be a negative query and \( L = p(T) \).
  
  \( S \) is empty\(^1\).

Let \( (N, C) \) be a reselection in \( K \) where \( N \equiv \leftarrow Q \).

An SLNF-extension of \( K \) using reselection \( (N, C) \) is the prederivation \( K' = ((\theta_1, \ldots, \theta_n, \epsilon), T', \alpha') \),

such that \( T' \) is obtained from \( T \) by adding one new descendant \( N' \) to \( N \) and labeling the arc from \( N \) to \( N' \) with \( C \) as applied resolventus. \( N' \) is a negative query \( \leftarrow Q' \), which is derived as follows. Recall that

by definition of reselection, \( N \) has a selected atom \( A \) appearing in \( \leftarrow Q \).

• If \( A \) is nonabducible, then \( \alpha' \) extends \( \alpha \) by marking the variables of a standardized apart variant \( C' \) of \( C \) negatively. \( \leftarrow Q' \) is derived from \( \leftarrow Q \) and \( C' \) by negative resolution on \( A \).

• If \( A \) is abducible, then \( \alpha' = \alpha \) and \( \leftarrow Q' \) is derived from \( \leftarrow Q \) and \( C \) by negative resolution on \( A \).

In [8], the following is proven: two different queries of an SLNF-extension \( K \) that do not occur in the same branch may share positive but no negative variables; positive queries contain only positive variables; the substitutions \( \theta_1, \ldots, \theta_n \) of \( K \) contain only positive variables.

**Definition 3.10 (finitely failed derivation)** An SLNF-extension \( K \) is finitely failed if \( K \) contains a positive query that contains a nonabducible atom without resolventus w.r.t. \( P^A \) or if \( K \) contains the empty negative query.

A negative query \( N \) in an SLNF-extension \( K \) is called completed iff \( N \) has a selected literal \( L \) and either \( L \) is a negative literal or \( L \) is an atom such that each resolventus of \( L \) w.r.t. \( P^A \) and \( K \) is an applied resolventus of \( N \).

**Definition 3.11 (SLNF-refutation)** An SLNF-refutation \( K \) for a query \( \leftarrow Q \) is an SLNF-extension \( K \) for \( \leftarrow Q \) such that all positive leaves contain only abducible atoms and all negative queries are completed or they have no selected literal and contain an irreducible equality atom.

In [8], it is shown in detail how to extract abductive solutions from an SLNF-refutation. Roughly, an abductive solution is extracted from an SLNF-refutation by completing the abduced atoms and adding the irreducible equality atoms as constraints (without going into detail, we mention that more general answers can be derived, as shown in [8]).

In the following section, we study termination under SLNF-execution w.r.t. an arbitrary selection rule. However, we put some natural conditions on the selection in SLNF, namely:

• no abducible atom is selected in a positive query (by Definition 3.7 of selection),

• no negative literal containing negative variables is selected in a negative query (by Definition 3.9 of SLNF-derivation: the selection is safe).

• no irreducible equality atom is selected in a negative query (this is a reasonable condition, since the descendant in that case would be identical to the negative query).

For the rest of this paper, we consider SLNF-derivations using a selection rule satisfying the above conditions.

We illustrate the above concepts with a small fault diagnosis problem of [8].

**Example 3.1** A faulty lamp problem is caused by a broken lamp or by a power failure of a circuit without backup, that is, a loaded battery. The only circuit with battery is \( c1 \); its battery is \( b1 \). A battery is unloaded iff one of its energy cells is dry. This is formalized in \( P^{\text{broken} /1, \text{power\_fail} /1, \text{dry\_cell} /1} \):

\[
\begin{align*}
lamp(1) & \leftarrow \\
battery(c1, b1) & \leftarrow \\
faulty\_lamp & \leftarrow \lamp(X), \broken(X) \\
faulty\_lamp & \leftarrow \power\_fail(X), \neg\backup(X) \\
backup(X) & \leftarrow \battery(X, Y), \neg\unloaded(Y) \\
unloaded(X) & \leftarrow \dry\_cell(X)
\end{align*}
\]

\(^1K \) and \( K' \) differ by the fact that \( N \) in \( K \) has no selected literal, whereas \( N \) in \( K' \) has the selected literal \( L \). Branches of the failure tree below \( N \) are added in later stages, when \( N \) is resellected.
An SLDNFA-refutation for the query \( \leftarrow \text{faulty_lamp} \) is shown in Figure 1. As a notational convenience, we prefix positive, resp. negative, queries with +=, resp. −. The selected literal in a query is underlined and the arcs are numbered to indicate the sequence of computation steps. The answer that can be extracted from this refutation is that there is a power failure on a circuit \( X^+ \) that is not c1.

\[
\begin{array}{c}
\text{+ faulty_lamp} \\
\downarrow \\
\text{+ power_failure(X^+), } \neg \text{backup (X^+)} \\
\downarrow \\
\text{backup(X^+)} \\
\downarrow \\
\neg \text{battery(X^+,Y^-), } \neg \text{unloaded(Y^-)} \\
\downarrow \\
\neg X^+ = c_1, \neg \text{unloaded(b1)}
\end{array}
\]

Figure 1: SLDNFA-refutation for \( \leftarrow \text{faulty_lamp} \).

In Example 4.3, we will prove that all SLDNFA-derivations for \( \leftarrow \text{faulty_lamp} \) are finite. In Example 4.5, we will even show that for every query, all SLDNFA-derivations in \( P^{\text{broken/1.power_failure/1,dry_c/wt/1}} \) are finite.

4 SLDNFA-Termination

Let \( P^A \) be an abductive logic program and \( \leftarrow Q \) be a query, both based on the alphabet \( \Sigma \).

**Definition 4.1 (SLDNFA-terminating program w.r.t. a query)**

\( P^A \) is SLDNFA-terminating w.r.t. \( \leftarrow Q \) iff all SLDNFA-derivations of \( \leftarrow Q \) in \( P^A \) are finite.

As in most termination analyses for logic programs (see [6] for a survey), our termination condition relies on the concepts of level mapping and boundedness.

**Definition 4.2 (level mapping)** A level mapping for \( P^A \) is a function \( ||| : B_P \cup \neg B_P \rightarrow \mathbb{N} \), with \( \lvert \neg B \rvert = \lvert B \rvert \) for all \( B \in B_P \).

**Definition 4.3 (boundedness)** Let \( ||| \) be a level mapping for \( P^A \).

A literal \( L \) in \( B_P^k \cup \neg B_P^k \) is called bounded w.r.t. \( ||| \) if \( ||| \) is bounded on the set \( \{L\} \) of \( \Sigma \)-ground instances of \( L \). If \( L \) is bounded w.r.t. \( ||| \), then we define \( \lvert L \rvert \) as the maximum \( ||| \) takes on \( \lvert L \rvert \). If \( \lvert L \rvert \leq k \), with \( k \in \mathbb{N} \), then we say that \( L \) is bounded by \( k \).

A query \( \leftarrow Q \) is called bounded w.r.t. \( ||| \) iff all its literals are. If \( \leftarrow Q \) is bounded w.r.t. \( ||| \), then we define \( \lvert Q \rvert \) as the multiset \( \{\lvert L_1 \rvert, \ldots, \lvert L_n \rvert\} \). If \( \lvert L_i \rvert \leq k \) for all \( i \in \{1, \ldots, n\} \), with \( k \in \mathbb{N} \), then we say that \( \leftarrow Q \) is bounded by \( k \). With abuse of notation, we will sometimes write \( \leftarrow Q \) instead of \( \lvert Q \rvert \).

In [3], the concept of acyclic general program was defined. This notion can also be applied to abductive general programs.

**Definition 4.4 (acyclic program)** Let \( ||| \) be a level mapping for \( P^A \). \( P^A \) is acyclic w.r.t. \( ||| \) iff \( \forall H \leftarrow L_1, \ldots, L_n \in \text{Ground}_C(P^A) \) and \( \forall i \in \{1, \ldots, n\} : \)

\[ |||H|| > |||L_i|| \]

\( P^A \) is acyclic iff there exists a level mapping \( ||| \) such that \( P^A \) is acyclic w.r.t. \( ||| \).
As noted in [7] in the case of definite programs (note that in that case acyclicity is also called recurrence), the condition that the level mapping decreases from clause heads to clause bodies, is used for two different purposes: (1) in (mutually) recursive calls, to ensure termination of (mutually) recursive procedures and (2) in non (mutually) recursive calls, to ensure that non (mutually) recursive procedures are called with terminating queries. Although a decreasing of the level mapping is apparently essential for the first purpose, this is not the case for the second purpose, since a weaker condition can be adopted to ensure that nonrecursive procedures are properly called. For the case of definite programs (hence recurrence), this weaker condition is given in [4]: namely, semi-recurrence. It is shown in [4] that semi-recurrence is equivalent to recurrence. We follow the same approach as [4] for the case of acyclicity.

**Definition 4.5 (semi-acyclic program)** Let \( [ ] \) be a level mapping for \( P^A \). \( P^A \) is semi-acyclic w.r.t. \( [ ] \) iff for all \( L_1, \ldots, L_n \in \text{Ground}(P^A) \) and for all \( i \in \{1, \ldots, n\} \):

\[
|H| > |L_i| \quad \text{if } \text{Rel}(H) \not\subseteq \text{Rel}(L_i), \\
|H| \geq |L_i| \quad \text{if } \text{Rel}(H) \not\supset \text{Rel}(L_i).
\]

\( P^A \) is semi-acyclic iff there exists a level mapping \( [ ] \) such that \( P^A \) is semi-acyclic w.r.t. \( [ ] \).

Note that abducible predicates do not occur in the head of a clause and cannot be recursive. So, in the search for a level mapping such that \( P^A \) is semi-acyclic, it can be safely assumed that abducible literals are assigned the value 0.

**Proposition 4.1** Let \( P^A \) be a program. \( P^A \) is acyclic iff \( P^A \) is semi-acyclic. In particular, if \( P^A \) is semi-acyclic w.r.t. \( [ ] \), there is a level mapping \( [ ]^* \) such that \( P^A \) is acyclic w.r.t. \( [ ]^* \) and all queries \( \leftarrow Q \) that are bounded w.r.t. \( [ ] \) are also bounded w.r.t. \( [ ]^* \).

**Proof** The proof is similar to the proof of [4, Lemma 4.4] (for the equivalence of recurrence and semi-recurrence).

\( \Rightarrow \): Trivial.

\( \Leftarrow \): Let \( [ ] \) be a level mapping such that \( P^A \) is semi-acyclic w.r.t. \( [ ] \). Let \( l \) be a mapping from \( \Sigma^P \) to \( \mathbb{N} \) such that \( l(p) > l(q) \) if \( p \supseteq q \) and \( l(p) = l(q) \) if \( p \simeq q \). Note that such a mapping exists since \( \Sigma^P \) is finite and \( \supseteq \) is an equivalence relation. Define \( [ ]^* : B_P \cup \neg B_P \to \mathbb{N} \) as follows:

\[
L \mapsto |L|^* = |L| + l(\text{Rel}(L)).
\]

Then it is easy to verify that \( P^A \) is acyclic w.r.t. \( [ ]^* \).

From the above proof it also follows that, for all \( L \in B^*_P \cup \neg B^*_P \) if \( L \) is bounded by \( k \) w.r.t. \( [ ] \), then \( L \) is bounded by \( k + l(\text{Rel}(L)) \) w.r.t. \( [ ]^* \).

In [3] it was proven that for an acyclic general program \( P \) and a bounded query \( \leftarrow Q \), all SLDNF-derivations of \( \leftarrow Q \) in \( P \) are finite. In the following example we show that this is not the case for SLDNFA.

**Example 4.1** Consider the following program:

\[
P^{(p/1)} : \left\{ \begin{array}{ll} r & \leftarrow p(X), \neg q(X) \\ q(X) & \leftarrow p(f(X)) \end{array} \right.
\]

and the query \( \leftarrow \neg r, p(X) \). Consider the following level mapping \( [ ] \) for \( P^{(p/1)} \): \( |r| = 2, |q(t)| = 1 \) and \( |p(t)| = 0 \) for all \( t \in U_P \) (we assume that \( \Sigma \) contains at least one constant symbol). Then, \( P^{(p/1)} \) is acyclic w.r.t. \( [ ] \) and the query \( \leftarrow \neg r, p(X) \) is bounded by 2 w.r.t. \( [ ] \).

An SLDNFA-derivation for \( \leftarrow \neg r, p(X) \) in \( P^{(p/1)} \) is shown in Figure 2. Note that the derivation is not finite, since there is an infinitely branching (negative) node.
As the above example suggests, an additional condition (besides acyclicity of the program and boundedness of the query) is needed in order that the program is SLDNFA-terminating w.r.t. the query. That is, we have to impose a condition which prevents an SLDNFA-derivation from being infinitely branching in a node. Note that a derivation can only be infinitely branching in a node which contains a negative query with a selected abducible $p$-atom and there are an infinite number of abduced $p$-atoms in positive queries. Hence, the additional condition should ensure that, for every derivation of $\vdash Q$ in $P^A$, the set of abduced atoms in the derivation is finite. Note that for propositional programs and queries, this condition is naturally satisfied. So, in the propositional case, SLDNFA-termination is implied by the acyclicity of the program and boundedness of the query. In the predicate case however, the condition that the set of abduced atoms in each derivation is finite, it is not easy to verify. Therefore, we introduce a stronger, but syntactical condition, called abductive nonrecursivity. We introduce the necessary concepts.

**Definition 4.6 (reductions and paths)** Let $P^A$ be a program and $\vdash Q$ be a query. Let $\text{start}$ be a new (i.e. not occurring in $\Sigma^P$) predicate symbol of arity 0. We define reductions between elements of the form $s\, sp$, where $s \in \{+, -\}$ and $sp$ is a signed predicate symbol of $\Sigma^P \cup \{\text{start}\}$. The reductions will be denoted with an arrow “$\rightarrow$”, indexed with the query $Q$, a clause of $P^A$, or the symbol $s$.

- Suppose $p(\overline{t})$, $\neg q(\overline{t}) \in Q$. Then we have the following $\rightarrow_Q$-reductions:

  \[
  +\text{start} \rightarrow_Q +p \\
  +\text{start} \rightarrow_Q +\neg q
  \]

- Let $C$ be a clause of $P^A$. Suppose $\text{Head}(C) = h(\overline{t})$ and $p(\overline{t})$, $\neg q(\overline{t}) \in \text{Body}(C)$. Then we have the following $\rightarrow_C$-reductions:

  \[
  +h \rightarrow_C +p \\
  -h \rightarrow_C -p
  \]

  \[
  +h \rightarrow_C +\neg q \\
  -h \rightarrow_C -\neg q
  \]

- For all predicate symbols $p \in \Sigma^P$, we have the following $\rightarrow_s$-reductions:

  \[
  +\neg p \rightarrow_s -p \\
  -\neg p \rightarrow_s +p
  \]

A reduction sequence of the form

\[
+\text{start} \rightarrow_Q (\rightarrow_s)^r \rightarrow_C (\rightarrow_s)^r \rightarrow_C (\rightarrow_s)^r \rightarrow_C (\rightarrow_s)^r \ldots
\]

\footnote{seen as a subset of $\text{Atom}_P$; so e.g. two atoms $p(X)$ and $p(Y)$ with $X \neq Y$ are different.}
where $C, C', C''$ are clauses of $P^A$, is called a path from $\leftarrow Q$ in $P^A$.

If there is a subpath (possibly of length 0) in a path from $\leftarrow Q$ in $P^A$ starting in $s\, sp$ and ending in $s'\, sq$, where $s, s' \in \{+, -\}$ and $sp, sq$ are signed predicates of $\Sigma^P \cup \{\text{start}\}$, then we denote this with $s\, sp \rightarrow Q, P, s'\, sq$. If in this subpath from $s\, sp$ to $s'\, sq$, no reduction of the sort $s \rightarrow s'$ occurs, then we denote this with $s\, sp \rightarrow Q, P, s'\, sq$ (note that in this case $s = s'$).

We introduce some notation. Let $K = (\theta_1, \ldots, \theta_n, T, \alpha)$ be an SLDNA-derivation. A positive, resp. negative, query $N$ in $T$ will be prefixed with $+$, resp. $-$; e.g. $+N$, resp. $-N$. If a query $N$ (positive or negative) in $T$ contains a literal $p(T)$, resp. $-p(T)$, then this will be denoted as $N(p)$, resp. $N(-p)$. If a node $N$ is an ancestor of a node $M$ in $T$, then this will be denoted with $N \leftarrow M$.

**Proposition 4.2** Let $P^A$ be a program and $\leftarrow Q$ be a query. Let $K = (\theta_1, \ldots, \theta_n, T, \alpha)$ be an SLDNA-derivation of $\leftarrow Q$ in $P^A$. Let $M_1(sp_1)$ and $M_2(sp_2)$ be nodes in $T$, with $s, s' \in \{+, -\}$ and $sp_1, sp_2$ signed predicates of $\Sigma^P \setminus \{\}$. If $M_1(sp_1) \rightarrow M_2(sp_2)$, then there exists a predicate $q \in (\Sigma^P \setminus \{\}) \cup \{\text{start}\}$ such that $sp_1 \rightarrow Q, P, s' sp_2$ and $sp_2 \rightarrow Q, P, s' sp_2$.

**Proof** Let $T'$ be the tree obtained from $T$ by adding the positive query $\leftarrow \text{start}$ as parent of $\leftarrow Q$ in $T$ (so $\leftarrow \text{start}$ is the root of $T'$). Then, $K' = (\theta_1, \ldots, \theta_n, T', \alpha)$ is an SLDNA-derivation of $\leftarrow \text{start}$ in $P^A \cup \{\leftarrow \text{start} \}$. Note that the root of $T'$ is a query consisting of one atom, namely start. Also, each positive, resp. negative, query which is a direct descendant of a negative, resp. positive, query consists of one atom (see Definition 3.9 of SLDNA-derivation).

Given is that $M_1(sp_1) \rightarrow M_2(sp_2)$ in $T$, hence also in $T'$. Define $\overline{\Sigma} = -$ and $\overline{\Sigma} = +$. Let $sN$ be the highest ancestor of $sM_1(sp_1)$ in $T'$ such that there are no queries $\overline{\Sigma}W$ on the branch from $sN$ to $sM_1(sp_1)$. So, the parent of $sN$ is of the form $\overline{\Sigma}V$. Note that, by the remark above, $sN$ consists of one atom, say $q(\overline{T})$. By Definition 3.9 of SLDNA-derivation, Definition 4.6 and the fact that $sp_1$ is a signed predicate of $\Sigma^P \setminus \{\}$, it is easy to see that $sp_1 \rightarrow Q, P, s' sp_2$. We prove that $sg \rightarrow Q, P, s' sp_2$. Let $sN_2$ be the highest ancestor of $sM_2(sp_2)$ in $T'$ such that there are no queries $\overline{\Sigma}W$ on the branch from $sN_2$ to $sM_2(sp_2)$. So, the parent of $sN_2$ is of the form $\overline{\Sigma}V$. If $sN_2 = sN$, then $s' = s$ and $sp_2 \rightarrow Q, P, s' sp_2$. Suppose that $sN_2 \neq sN$. Again, by the remark above, $sN_2$ consists of one atom, say $q_2(\overline{T})$ and $s'_{q_2} \rightarrow Q, P, s' sp_2$. Note that $q_2 \in \Sigma^P \setminus \{\}$. The parent of $sN_2(q_2)$ is of the form $\overline{\Sigma}N_3(q_2)$. Since $s'_{q_2} \rightarrow s'_{q_2}$, we have that $s' \rightarrow Q, P, s' sp_2$. By inductively exploiting this argument (on $sN_3(q_2)$), we obtain that $sp_2 \rightarrow Q, P, s' sp_2$. \square

Note that Proposition 4.2 does not hold if $sp_1$ or $sp_2$ are equal to $\pm$. This is because the selection of an atom in a negative query might introduce an equality atom (by negative resolution) and this is not taken into account in the Definition 4.6 of reductions. But this is not a problem, since we will only be interested in the case that $sp_1$ and $sp_2$ are signed predicates of $A$, the set of abducible predicate symbols. The next definition introduces the syntactical notion of abducible recursive program and query. The concept of abducible nonrecursive program and query will be the additional requirement in our termination condition (Theorem 4.1).

**Definition 4.7** (abducible recursive program and query) Let $P^A$ be a program and $\leftarrow Q$ be a query. We call $P^A \cup \{\leftarrow Q\}$ abducible recursive iff there are abducible predicates $p_1, \ldots, p_n \in A$ and predicates $q_1, \ldots, q_n \in \Sigma^P \backslash (A \cup \{\})), n \geq 1$, such that

$-q_1 \rightarrow Q, P, -p_1$ $-q_2 \rightarrow Q, P, -p_2$ $\ldots$ $-q_n \rightarrow Q, P, -p_n$

$-q_1 \rightarrow Q, P, +p_2$ $-q_2 \rightarrow Q, P, +p_3$ $\ldots$ $-q_n \rightarrow Q, P, +p_1$

We call $P^A \cup \{\leftarrow Q\}$ abducible nonrecursive iff $P^A \cup \{\leftarrow Q\}$ is not abducible recursive.

**Example 4.2** Recall the program and query of Example 4.1. $P^{[p]} \cup \{\leftarrow \rightarrow p, p(X)\}$ is abducible recursive since $\rightarrow \rightarrow Q, P, \rightarrow p$ and $\rightarrow \rightarrow Q, P, +p$.\[10\]
For two more (slightly more complicated) examples of abductive programs and queries with infinite SLDNFA-derivations, we refer to the appendix (Examples A.1 and A.2).

The following is a corollary to Proposition 4.2. It gives the meaning of the notion of abductive recursive program and query in terms of SLDNFA-derivations.

**Corollary 4.1** Let $P^A$ be a program and $\leftarrow Q$ be a query. Suppose there is an SLDNFA-derivation $K = (t, \alpha)$ of $\leftarrow Q$ in $P^A$ with nodes $-N_1(p_1), +M_1(p_2), -N_2(p_2), +M_2(p_3), \ldots, -N_n(p_n), +M_n(p_n)$ in $T$ with $n \geq 1$ and $p_1, p_2, \ldots, p_n \in A$, such that

$$-N_1(p_1) \Rightarrow +M_1(p_2) \Rightarrow -N_2(p_2) \Rightarrow +M_2(p_3) \Rightarrow \cdots \Rightarrow -N_n(p_n) \Rightarrow +M_n(p_1)$$

Then, $P \cup \{ \leftarrow Q \}$ is abductive recursive.

**Proof** Note that $\Rightarrow$ is not an abducible predicate, so by applying Proposition 4.2, there are predicates $q_1, \ldots, q_n \in (\Sigma^P \setminus \{\Rightarrow\}) \cup \{\text{start}\}$ such that

$$-q_1 \Rightarrow \neg \neg Q, Q \Rightarrow -p_1 \quad -q_2 \Rightarrow \neg \neg Q, P \Rightarrow -p_2 \quad \cdots \quad -q_n \Rightarrow \neg \neg Q, P \Rightarrow -p_n$$

Note then that $\text{start}$ does not occur in a path from $P$ in $\leftarrow Q$, so $q_i \neq \text{start}$ for all $i \in \{1, \ldots, n\}$. Also, for $p$ an abducible predicate, $\neg p$ cannot be reduced further, so $q_i \not\in A$ for all $i \in \{1, \ldots, n\}$. □

We are now able to formulate and prove the main theorem of this paper.

**Theorem 4.1** Let $P^A$ be a semi-acyclic program w.r.t. a level mapping $|.|$, and let $\leftarrow Q$ be a bounded query w.r.t. $|.|$. Suppose that $P^A \cup \{ \leftarrow Q \}$ is abductive nonrecursive. Then, $P^A$ is SLDNFA-terminating w.r.t. $\leftarrow Q$.

**Proof** We may assume that $P^A$ is acyclic w.r.t. $|.|$ (if $P^A$ is not acyclic w.r.t. $|.|$, then we take the level mapping $|.|$ defined in the proof of Proposition 4.1 and $P^A$ is acyclic w.r.t. $|.|^*$; note that $\leftarrow Q$ will also be bounded w.r.t. $|.|^*$). Let $k \in \mathbb{N}$ such that $\leftarrow Q$ is bounded by $k$.

Let $|.|_1$ be the mapping from $B_P \cup \neg B_P$ to $\mathbb{N} \cup \{-1\}$ obtained from $|.|$ as follows: $|t|_1 = |s|_1 = |t|_1 = |s|_1 = -1$ for all $t, s \in U_P$, and $|L|_1 = |L|$ for all $L \in B_P \cup \neg B_P$ such that $Rel(L) \notin \equiv$. Bounded literals and queries w.r.t. $|.|_1$ and their level under $|.|_1$ are defined like in Definition 4.3 for level mappings.

Note then that, since $P^A$ is acyclic w.r.t. $|.|$, $P^A$ is acyclic w.r.t. $|.|_1$ (note that acyclicity is only defined w.r.t. level mappings of the form of Definition 4.2, but Definition 4.4 of acyclicity can be extended in the obvious way for mappings like $|.|_1$). This is because equality is defined by one unit clause. Note also that, because $\leftarrow Q$ is bounded by $k$ w.r.t. $|.|_1$, $\leftarrow Q$ is also bounded by $k$ w.r.t. $|.|_1$.

Consider the mapping $|.|_2$ from $B_P \cup \neg B_P$ to $(\mathbb{N} \cup \{-1\}) \times \{0, 1\}$ obtained from $|.|$ as follows: $|B|_2 = (|B|_1, 0), |\neg B|_2 = (|\neg B|_1, 1)$ for all $B \in B_P$. We consider the lexicographical order $<_2$ on $(\mathbb{N} \cup \{-1\}) \times \{0, 1\}$: $(z, b) <_2 (z', b')$ iff $z < z'$ or $z = z'$ and $b < b'$. Note that $<_2$ is well-founded. Bounded literals and queries w.r.t. $|.|_2$ and their level under $|.|_2$ are defined like in Definition 4.3 for level mappings.

Because $P^A$ is acyclic w.r.t. $|.|_1$, $P^A$ is acyclic w.r.t. $|.|_2$. Also, because $\leftarrow Q$ is bounded by $k$ w.r.t. $|.|_1$, $\leftarrow Q$ is bounded by $(k, 1)$ w.r.t. $|.|_2$.

Let $<_2$ be the multiset ordering on finite multisets of elements of $(\mathbb{N} \cup \{-1\}) \times \{0, 1\}$ obtained from $((\mathbb{N} \cup \{-1\}) \times \{0, 1\}, <_2)$; i.e., $<_2$ is the transitive closure of $<_2$ with

$$X <_2 Y \iff X = Y - \{(z, b)\} \cup Z \text{ for some } (z, b) \in Y \text{ and } Z \text{ such that } (z', b') <_2 (z, b)$$

for $(z', b') \in Z$.
where \(X, Y, Z\) are finite multisets of elements of \((\mathbb{N} \cup \{-1\}) \times \{0, 1\}\). Because \(\leq_2\) is well-founded, the multiset ordering \(\prec_2\) is well-founded (see [10]).

Let \(K\) be an SLDNFA-derivation with all queries bounded w.r.t. \(|_1\) by \((k, 1)\). Let \(K'\) be an SLDNFA-extension of \(K\). Let \(N'_s\) be the selected node in \(K\). For a node \(N\) in \(K\), denote with \(N'_s\) its corresponding node in \(K'\). So, in particular, \(N'_s\) is the node in \(K'\) corresponding to the selected node \(N_s\) in \(K\). In the following, we prove that all queries in \(K'\) are also bounded by \((k, 1)\), and that \(|N'_s| \leq |N'_s|\) or \(|N'_s| = |N'_s|\) for all nodes \(N\) in \(K\). We also show the relationship between \(|N'_s|\) and \(|N'_s|\) where \(N'_s\) is a descendant of \(N'_s\) in \(K'\) added in the SLDNFA-extension step. Let \(L_s\) be the selected literal in \(N_s\). By definition of SLDNFA-extension, \(K'\) is obtained from \(K\) in one of the following ways:

1. \(N_s\) is a positive query and \(L_s\) is an atom \(p(\overline{L})\) with \(p\) nonaducible.

   Suppose \(N_s \leftarrow L_s, K\) (note that possibly \(L\) or \(K\) are empty). Let \(C = H \leftarrow L_1, \ldots, L_n\) be a standardized apart variant of a program clause of \(P^A\) and let \(\theta\) be the mgu of \(H\) and \(L_s\) (note that we use positive resolution). Then \(N'_s \leftarrow L_\theta, L_\theta, K_\theta\) and the descendant of \(N'_s\) in \(K'\) is \(N'_s \leftarrow L_\theta, L_\theta, \ldots, L_n\theta, K_\theta\). For every node \(N\) in \(K\), the corresponding node \(N'\) in \(K'\) is obtained from \(N\) by applying \(\theta\) on it: \(N' = N\theta\).

   It is easy to see that for every node \(N\) in \(K\), \(|N'_{12}| \leq |N_{12}|\) and \(N'_s = |N'_s|\). For every literal \(L, |L_\theta| \leq |L_s|\).

   We prove that \(|N'_s| \leq |N'_{12}|\). Since \(P^A\) is acyclic w.r.t. \(|_1\) and since \(L_s\) and hence also \(L_\theta\) are bounded w.r.t. \(|_1\), \(L_\theta\) is bounded for all \(i \in \{1, \ldots, n\}\) and \(|L_i\theta| \leq |L_s|\). Also, for all literals \(F\) in \(L\) or \(K\), \(|F\theta| \leq |F|\). By definition of \(\prec_2\), \(|N'_{12}| \leq |N'_{12}|\).

   From the above it follows that, if all queries in \(K\) are bounded by \((k, 1)\), then also all queries in \(K'\) are bounded by \((k, 1)\).

2. \(N_s\) is a positive query and \(L_s\) is a negative literal, \(L_s = \neg A\).

   In this case, we have for all nodes \(N\) in \(K\) that the corresponding node \(N'\) is equal to \(N\). So obviously, \(|N'_{12}| = |N_{12}|\).

   \(N'_s = N_s\) has one or two descendants: a negative query \(N'_{d1} = \neg A\) and (possibly, if \(N_s \neq \neg A\)) a positive query \(N'_{d2}\) obtained from \(N'_s\) by deleting \(\neg A\). We prove that \(|N'_{d1}| \leq |N'_{12}|\) and \(|N'_{d2}| \leq |N'_{12}|\) \(\prec_2\). Suppose \(N_s \leftarrow L, K\) (note that possibly \(L\) or \(K\) are empty). By definition of \(|_1\), \(|\neg A|_{12} = (|A|_{11}, 1)\) and \(|A|_{12} = (|A|_{11}, 0)\). So, \(|\neg A|_{12} > |A|_{12}\) and hence, \(|N'_{d1}| = \{|A|_{12}, 0\} \prec_2 |N'_{s1}|\). Also, it is easy to see that \(N'_{d2} \leftarrow L, K\), hence \(|N'_{d2}| \leq |N'_{12}|\).

   Again, it follows from above that, if all queries in \(K\) are bounded by \((k, 1)\), then also all queries in \(K'\) are bounded by \((k, 1)\).

3. \(N_s\) is a negative query and \(L_s\) is a negative literal, \(L_s = \neg A\).

   There are two possible extensions in this case (see below). In both cases we have for all nodes \(N\) in \(K\) that the corresponding node \(N'\) is equal to \(N\). So obviously, \(|N'_{12}| = |N_{12}|\).

   Let us consider now the two possibilities for the descendant \(N'_d\) of \(N'_s\):

   - \(N'_d\) is the positive query \(\leftarrow A\).

     We can apply the same reasoning as in the previous case for the descendant \(N'_{d1}\).

   - \(N'_d\) is the negative query obtained from \(N_s = N'_s\) by deleting \(\neg A\).

     Again, the same reasoning as in the previous case for the descendant \(N'_{d1}\) can be applied.

   Again, it follows from above that, if all queries in \(K\) are bounded by \((k, 1)\), then also all queries in \(K'\) are bounded by \((k, 1)\).

4. \(N_s\) is a negative query and \(L_s\) is an atom \(p(\overline{L})\) with \(p\) nonaducible and \(p \neq \neg\).

   Again, we have for all nodes \(N\) in \(K\) that the corresponding node \(N'\) is equal to \(N\). So obviously, \(|N'_{12}| = |N_{12}|\).

   Suppose \(N_s \leftarrow L, p(\overline{L}), K\) (note that possibly \(L\) or \(K\) are empty). Let \(C = p(\overline{L}) \leftarrow L_1, \ldots, L_n\) be a standardized apart variant of a program clause of \(P^A\). Let \(E = E_+ \cup E_-\) be
the positive solved form of $\overline{t} = \overline{x}$. Then, the descendant $N'_d$ of $N_d = N'_d$ in $K'$ is the negative query $\leftarrow E_-(\overline{L}_d), E_+(\overline{L}_d)$, $\ldots$, $E_-(\overline{L}_n), E_+(\overline{K})$ (note that we use negative resolution). First, note that for all literals $F$ from $\overline{L}$ or $\overline{K}$, $|E_-(F)|_2 \leq |F|_2$. Also, note that, since all variables in $C$ are marked as negative $E(p(\overline{x})) = E_+(p(\overline{x}))$ and $E(L_1) = E(L_1)$ for all $i \in \{1, \ldots, n\}$. Hence, because $P^A$ is acyclic, $|p(\overline{t})|_2 \geq 2 |E(p(\overline{t}))|_2 = |E_+(p(\overline{t}))|_2 > |E_-(L_1)|_2$ for all $i \in \{1, \ldots, n\}$. Since we assumed that $p \not\equiv \perp$, $|p(\overline{t})|_2 \geq (0, 0)$. Because for all equality atoms $\overline{t} = \overline{x}$ in $E_+$, $\overline{t} = \overline{x}_1 = (-1, 0)$, we have that $|p(\overline{t})|_2 > 2 |\overline{t} = \overline{x}|_2$. So, putting all things together, we can conclude that $|N'_d|_2 \geq 2 |N'_d|_2$.

Again, it follows from above that, if all queries in $K'$ are bounded by $(k, 1)$, then also all queries in $K'$ are bounded by $(k, 1)$.

5. $N_d$ is a negative query and $L_d$ is an atom $p(\overline{t})$ with $p$ abducible.

The same reasoning can be applied as in the previous case (note that $p \not\equiv \perp$, so again $|p(\overline{t})|_2 \geq (0, 0)$).

6. $N_d$ is a negative query and $L_d$ is a reducible equality atom $\overline{t} = \overline{x}$.

Again, we have for all nodes $N$ in $K$ that the corresponding node $N'$ is equal to $N$. So obviously, $|N|_2 = |N'|_2$. Suppose $N_d = \leftarrow \overline{L}, \overline{t} = \overline{x}, \overline{K}$ (note that possibly $\overline{L}$ or $\overline{K}$ are empty). Note that there is only one clause, namely $X = X \leftarrow$, for equality in $P^A$. Let $E = E_+ \cup E_-$ be the positive solved form of $\overline{t} = \overline{x}$. Then, the descendant $N'_d$ of $N_d = N'_d$ in $K'$ is the negative query $\leftarrow E_-(\overline{L}_d), E_+(\overline{K})$ (note that we use negative resolution). First, notice that for all literals $F$ from $\overline{L}$ or $\overline{K}$, $|E_-(F)|_2 \leq |F|_2$. So, $|E_-(L)|_2 \leq |L|_2$ or $|E_-(L)|_2 = |L|_2$, and the same holds for $\overline{K}$ and $E_-(\overline{K})$. Concerning the selected equality atom $\overline{t} = \overline{x}$, we have that $\overline{t} = \overline{x}_1 = (-1, 0)$. And for every equality $\overline{t} = \overline{x}$ in $E_+$, we also have that $\overline{t} = \overline{x}_1 = (-1, 0)$. So we can not conclude that $|N'_d|_2 \geq 2 |N'_d|_2$ in this case, since it is possible that $|E_-(L)|_2 = |L|_2$ and $|E_-(\overline{K})|_2 = |\overline{K}|_2$ and $E_+$ consists of 1 or more equality atoms.

Note that we can conclude however, that, if all queries in $K'$ are bounded by $(k, 1)$, then also all queries in $K'$ are bounded by $(k, 1)$.

We will now prove that there is no infinite sequence of SLDNFA-extensions of $\leftarrow Q$ in $P^A$, or equivalently, the limit of a sequence of SLDNFA-extensions consists of a finite tree.

Let $K_0 = (\theta_0, T_0, a_0)$ be the SLDNFA-derivation of length 0 of $\leftarrow Q$ in $P^A$. Let $K_0, K_1, \ldots, K_n, \ldots$ be a sequence of SLDNFA-extensions starting with $K_0$. In the sequel, we will sometimes identify an SLDNFA-derivation $K_i = (\theta_1, \ldots, \theta_i, T_i, a_i)$ with its tree $T_i$. Note that the only query $\leftarrow Q$ in $K_0$ is bounded w.r.t. $|L|_2$ by $(k, 1)$. So, by the previous, for all $n \geq 0$, all queries in $K_n$ are bounded by $(k, 1)$. We prove the following:

(a) In the limit of the sequence $K_0, K_1, \ldots, K_n, \ldots$ there is no infinite branch with its tail consisting only of positive queries.

Suppose that, in the limit, there is an infinite branch with its tail consisting only of positive queries. Then a contradiction follows from point 1 above, the fact that all queries are bounded by $(k, 1)$, and the fact that $\prec_2$ is well-founded.

(b) In the limit of the sequence $K_0, K_1, \ldots, K_n, \ldots$ there is no infinite branch consisting of an infinite number of positive and an infinite number of negative queries.

Suppose that, in the limit, there is an infinite branch consisting of an infinite number of positive and an infinite number of negative queries. This means that in this branch, after a finite number of positive queries, there is a negative query, and after a finite number of negative queries, there is a positive query. In point 1, we proved that by adding a positive query as descendant of a positive query in a SLDNFA-extension step, the level mapping $|L|_2$ decreases w.r.t. $\prec_2$. Also, in point 2, resp. point 3, we proved that the level mapping decreases when we add a negative, resp. positive, query as descendant of a positive, resp. negative, query. Also, the selection of a nonequality atom in a negative query resulting in
a negative descendant, gives a decrease of the level mapping $\lfloor \frac{1}{2} \rfloor$ w.r.t. $\prec_2$ (points 4 and 5). The only problem occurs when an equality atom is selected in a negative query (point 6): in that case, the level $\lfloor \frac{1}{2} \rfloor$ of the literals in the query will not increase, but a finite number of equality atoms (with level $(-1,0)$) might be added to the query. But, this can only occur a finite number of times before a negative literal $\neg A$ in the negative query is selected (which results in a decrease since $\lfloor \frac{A}{2} \rfloor < \lfloor \frac{1}{2} \rfloor$, see point 3). Hence, since all queries are bounded by $(k,1)$ and $\prec_2$ is well-founded, we can conclude that no branch with an infinite number of positive and an infinite number of negative queries exists.

(c) In the limit of the sequence $K_0, K_1, \ldots, K_n, \ldots$ there is no infinitely branching node. Suppose that in the limit of the sequence $K_0, K_1, \ldots, K_n, \ldots$ there is an infinitely branching node. We prove a contradiction with the fact that $P^A \cup \{ \langle Q \rangle \}$ is abductive nonrecursive. Note first that the tree can only be infinitely branching in a negative query with a selected abducible atom $p_1(\overline{F})$, and there are infinitely many positive queries with abducible $p_1$-atoms. Because of the previous two proven facts (points (a) and (b) above), there can only be an infinite number of positive queries as the result of infinitely branching nodes. So, in the limit there must be a negative query $\neg N_2(p_2)$ with a selected abducible atom $p_2(F)$ which is infinitely branching and from which a positive query $+M_2(p_1)$ with an abducible $p_1$-atom descends; i.e. $\neg N_2(p_2) \sim +M_2(p_1)$ (note that there must be a tree $T_m$ which already contains the nodes (corresponding to $\neg N_2(p_2)$ and $+M_2(p_1)$) with $\neg N_2(p_2) \sim +M_2(p_1)$). There are two possibilities: either $p_2 = p_1$ and by Corollary 4.1 we obtain that $P^A \cup \{ \langle Q \rangle \}$ is abductive recursive which gives a contradiction, or $p_2 \neq p_1$ and we apply the same reasoning on $p_2$. That is, in the limit there is a negative query $\neg N_2(p_2)$ with a selected abducible atom $p_2(F)$ which is infinitely branching and from which a positive query $+M_2(p_2)$ with an abducible $p_2$-atom descends; i.e. $\neg N_2(p_2) \sim +M_2(p_2)$ (note that there must be a tree $T_m$ which already contains the nodes (corresponding to $\neg N_2(p_2)$ and $+M_2(p_2)$) with $\neg N_2(p_2) \sim +M_2(p_2)$; we continue with the tree $T_m \{ p_1, p_2 \}$). We have three possibilities now: either $p_3 = p_1$ or $p_3 = p_2$, and by Corollary 4.1 we obtain that $P^A \cup \{ \langle Q \rangle \}$ is abductive recursive which gives a contradiction, or $p_3 \neq p_1$ and $p_3 \neq p_2$ and we apply the same reasoning on $p_3$. We continue this reasoning. Since there are finitely many predicates, and in particular finitely many abducible predicates, eventually, we obtain a contradiction with the fact that $P^A \cup \{ \langle Q \rangle \}$ is abductive nonrecursive. So, we can conclude that in the limit of the sequence $K_0, K_1, \ldots, K_n, \ldots$ there is no infinitely branching node.

(d) In the limit of the sequence $K_0, K_1, \ldots, K_n, \ldots$ there is no infinite branch with its tail consisting only of negative queries. Suppose that in the limit of the sequence $K_0, K_1, \ldots, K_n, \ldots$ there is an infinite branch with its tail consisting only of negative queries. We prove a contradiction. Note that, in the tail of this infinite branch, always positive literals are selected. Because of points 4 and 5, if a nonequality atom is selected in a negative query, there is a decrease between the level $\lfloor \frac{1}{2} \rfloor$ of the selected negative query and the added descendant. If a reducible equality atom is selected (see point 6), possibly some equality-atoms are added and a substitution is applied on the remaining literals in the negative query. So, if we have in the limit of the sequence $K_0, K_1, \ldots, K_n, \ldots$ an infinite branch with its tail consisting of only negative queries, then in this tail, there are a finite number of selections of nonequality atoms, and an infinite number of selections of reducible equality atoms. That is, this tail has itself a tail where only reducible equality atoms are selected. Note that, after resolving a reducible equality atom, the added equality atoms (those from $E_+$) are all irreducible. Note also that the application of a unifier of the form $E_-$ on an irreducible equality atoms will not turn it into a reducible equality atom (only unifiers which instantiate positive variables, like positive unifiers, can make irreducible equality atoms reducible). So, there has to be an infinite number of positive unifiers, obtained by positive resolution in positive queries. This means that there has to be an infinite number of positive queries in the limit of the sequence $K_0, K_1, \ldots, K_n, \ldots$. Because of the previous three proven facts (points (a), (b) and (c)), this cannot be the case, so a contradiction follows and we can conclude that in the limit of the sequence $K_0, K_1, \ldots, K_n, \ldots$ there is no infinite branch with its tail consisting only of
negative queries.

From points (a), (b), (c) and (d) above, it follows that in the limit of a sequence $K_0, K_1, \ldots, K_n, \ldots$ of SLDFNA-extensions, the tree is finite. Or, a sequence of SLDFNA-extensions of $\leftarrow Q$ in $P^A$ is finite.

\[ \square \]

**Example 4.3** Recall the program and query of Example 3.1. Let $\lbrack \lbrack \lbrack \cdot \rbrack \rbrack$ be the following level mapping: $\lbrack \lbrack \lbrack \text{broken}(t) \rbrack \rbrack = \lbrack \lbrack \lbrack \text{power_failure}(t) \rbrack \rbrack = \lbrack \lbrack \lbrack \text{dry_cell}(t) \rbrack \rbrack = 0, \lbrack \lbrack \lbrack \text{amp}(t) \rbrack \rbrack = \lbrack \lbrack \lbrack \text{battery}(t, s) \rbrack \rbrack = \lbrack \lbrack \lbrack \text{unloaded}(t) \rbrack \rbrack = 1$, $\lbrack \lbrack \lbrack \text{backup}(t) \rbrack \rbrack = 2$ and $\lbrack \lbrack \lbrack \text{faulty_jamp} \rbrack \rbrack = 3$, with $t, s \in \text{Up}$. $P$ is acyclic w.r.t. $\lbrack \lbrack \lbrack \cdot \rbrack \rbrack\rbrack$ and the query $\lbrack \lbrack \lbrack \text{faulty_jamp} \rbrack \rbrack$ is bounded by 3 w.r.t. $\lbrack \lbrack \lbrack \cdot \rbrack \rbrack\rbrack$. One can easily verify that $P \cup \{ \lbrack \lbrack \lbrack \text{faulty_jamp} \rbrack \rbrack \}$ is abductive nonrecursive, so $P$ SLDFNA-terminates w.r.t. $\lbrack \lbrack \lbrack \cdot \rbrack \rbrack\rbrack$ (Example 4.5, we prove that $P$ SLDFNA-terminates w.r.t. all queries.

**Example 4.4** Recall the program $P^{[p|1]}$ of Example 4.1. As we already noted in Example 4.2, $P^{[p|1]} \cup \{ \lbrack \lbrack \lbrack \text{r} \rbrack \rbrack \}$ is abductive recursive. Consider next the query $\lbrack \lbrack \lbrack \text{r} \rbrack \rbrack$. Note that $P^{[p|1]} \cup \{ \lbrack \lbrack \lbrack \text{r} \rbrack \rbrack \}$ is abductive nonrecursive. By the fact that $P^{[p|1]}$ is acyclic and $\lbrack \lbrack \lbrack \text{r} \rbrack \rbrack$ is bounded by 2 w.r.t. the level mapping proposed in Example 4.1, we have that $P^{[p|1]}$ SLDFNA-terminates w.r.t. $\lbrack \lbrack \lbrack \cdot \rbrack \rbrack\rbrack$. Note that, in case $A = \emptyset$, a program $P^{[1]}$ and query $\lbrack \lbrack \lbrack \cdot \rbrack \rbrack$ are trivially abductive nonrecursive. So, the termination condition of Theorem 4.1 boils down to the termination condition of Apt and Bezem [3] for SLDFN in that case.

Note also that a definite program and query are trivially abductive nonrecursive. So, termination in that case is ensured by the (semi)-acyclicity of the program (note that for definite programs, the notion of (semi)-acyclicity is called (semi-) recuractivity in [4]) and boundedness of the query.

The notion of abductive recursivity of Definition 4.7 depends on the program and the query in question. We refer to Example 4.4 where a program and two queries are given such that the program and first query are abductive recursive (and do not SLDFNA-terminate) whereas the program and second query are abductive recursive (and do SLDFNA-terminate). However, for some programs, a condition can be stated on the program only, which we will also call abductive non recuractivity (but now with no reference to a particular query; see Definition 4.9), such that the program $P^A$ is abductive nonrecursive (Definition 4.9) iff for all queries $\lbrack \lbrack \lbrack \cdot \rbrack \rbrack$, $P^A \cup \{ \lbrack \lbrack \lbrack \cdot \rbrack \rbrack \}$ is abductive nonrecursive (Definition 4.7).

**Definition 4.8 (paths II)** A reduction sequence (see Definition 4.6) of the form

$$\ldots \rightarrow c \cdot (\rightarrow s) \rightarrow c' \ldots \rightarrow c' \ldots \ldots$$

where $C, C', C''$ are clauses of $P^A$, is called a path in $P^A$.

If there is a subpath (possibly of length 0) in a path in $P^A$ starting in $s^x$ and ending in $s^x$ $s$, where $s, s^x \in \{+,-\}$ and $s^x$, $s$ are signed predicates of $\Sigma^P$, then we denote this with $s^x \rightarrow P^x \cdot s^x$. In this subpath from $s^x$ to $s^x$ $s$, no reduction of the sort $\rightarrow s$ occurs, then we denote this with $s^x \rightarrow P^x \cdot s^x$ (note that in this case $s = s^x$).

**Definition 4.9 (abductive recursive program)** We call the program $P^A$ abductive recursive iff there are abducible predicates $p_1, \ldots, p_n \in A$ and predicates $q_1, \ldots, q_n \in \Sigma^P \setminus (A \cup \{=\})$, $n \geq 1$, such that

$$-q_1 \rightarrow P^x \cdot p_1, -q_2 \rightarrow P^x \cdot p_2, \ldots, -q_n \rightarrow P^x \cdot p_n$$

We call $P^A$ abductive nonrecursive iff $P^A$ is not abductive recursive.

The above definition can be understood in terms of the dependency relation as follows. Note that, for $s, s^x \in \{+,-\}$ with $\lbrack \lbrack \lbrack \cdot \rbrack \rbrack = +$ and $\lbrack \lbrack \lbrack \cdot \rbrack \rbrack = -$, and for all predicates $p, q$ we have: $s^x \rightarrow P^x \cdot s$ if $\lbrack \lbrack \lbrack p \rbrack \rbrack \rightarrow P^x \cdot \lbrack \lbrack \lbrack q \rbrack \rbrack$ and $s^x \rightarrow P^x \cdot s^x$ if $\lbrack \lbrack \lbrack p \rbrack \rbrack \rightarrow P^x \cdot \lbrack \lbrack \lbrack q \rbrack \rbrack$. So, a statement of the form “$q \rightarrow P \cdot p$” in the above definition can be replaced by “$q$ depends on $p$ in $P$ and there is a dependency of $q$ on $p$ which consists of positive arcs only”. A statement of the form “$q \rightarrow P^x \cdot +p$” in the above definition can be replaced by “$q$ depends on $p$ in $P$ and there is a dependency of $q$ on $p$ which consists of an odd number of negative arcs”.
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**Proposition 4.3** The program \( P^A \) is abductive nonrecursive iff for all queries \( \leftarrow Q \), \( P^A \cup \{ \leftarrow Q \} \) is abductive nonrecursive. Or, \( P^A \) is abductive recursive iff there is a query \( \leftarrow Q \) such that \( P^A \cup \{ \leftarrow Q \} \) is abductive recursive.

**Proof** Suppose that there is a query \( \leftarrow Q \) such that \( P^A \cup \{ \leftarrow Q \} \) is abductive recursive. Then we prove that \( P^A \) is abductive recursive. This follows from the fact that for every path \( Path \) from \( \leftarrow Q \) in \( P^A \), the reduction sequence obtained from \( Path \) by deleting the first element and reduction, namely \( +start \rightarrow Q \), is a path in \( P^A \) and from the Definitions 4.7 and 4.9.

Suppose next that \( P^A \) is abductive recursive. We prove that there is a query \( \leftarrow Q \) such that \( P^A \cup \{ \leftarrow Q \} \) is abductive recursive. There are abducible predicates \( p_1, \ldots, p_n \in \mathcal{A} \) and predicates \( q_1, \ldots, q_n \in \Sigma^p \setminus (\mathcal{A} \cup \{ = \}) \), \( n \geq 1 \), such that

\[
\begin{align*}
-q_1 & \rightarrow p, -p_1 \\
-q_i & \rightarrow p_i, +p_i, -q_i, -p_i, \ldots \\
-q_n & \rightarrow p_n
\end{align*}
\]

Let \( \leftarrow Q \) be the following query \( \neg q_1(\overline{t_1}), \ldots, \neg q_n(\overline{t_n}) \) (with \( \overline{t_i}, i \in \{1, \ldots, n\} \), an arbitrary sequence of terms with length equal to the arity of \( q_i \)). Then, for all \( i \in \{1, \ldots, n\} \), \( +start \rightarrow Q \)

\[
\neg q_i \rightarrow, -q_i
\]

is a path from \( \leftarrow Q \) in \( P^A \). Hence, together with the above, we have that

\[
\begin{align*}
-q_1 & \rightarrow Q, p, -p_1 \\
-q_i & \rightarrow Q, p_i, +p_i, -q_i, -p_i, \ldots \\
-q_n & \rightarrow Q, p_n
\end{align*}
\]

and \( P^A \cup \{ \leftarrow Q \} \) is abductive recursive. \( \square \)

Hence, as a corollary to the main theorem (Theorem 4.1) and Proposition 4.3, we can state the following termination condition.

**Theorem 4.2** Let \( P^A \) be a semi-acyclic program w.r.t. a level mapping \( \llbracket \cdot \rrbracket \). Suppose that \( P^A \) is abductive nonrecursive. Then, for all bounded queries \( \leftarrow Q \) w.r.t. \( \llbracket \cdot \rrbracket \), \( P^A \) is SLDNFA-terminating w.r.t. \( \leftarrow Q \).

**Example 4.5** Recall the program of Example 3.1. Note that the program is abductive nonrecursive. As we showed in Example 4.3, the program is acyclic w.r.t. the level mapping \( \llbracket \cdot \rrbracket \) proposed in Example 4.3. Note also that all queries are bounded (by 3) w.r.t. \( \llbracket \cdot \rrbracket \). So, by Theorem 4.2, the program is SLDNFA-terminating w.r.t. all queries.

## 5 Conclusions and future work

We presented an extension of the methods of Apt and Bezem [3] for proving termination of general logic programs executed under SLDNF, to the case of abductive general logic programs executed under SLDNFA [8]. Whereas the conditions of Apt and Bezem (i.e. acyclicity of the program and boundedness of the query) are also sufficient for proving termination of SLDNFA in the case of definite programs and queries, in the propositional case, as well as in the case of the empty set of abducible predicates, their conditions are not sufficient in general for proving SLDNFA-termination. We proposed a third, syntactical condition, namely abductive nonrecursivity of the program and query, which together with the acyclicity of the program and boundedness of the query imply termination of SLDNFA. By the best of our knowledge, this is the first work on termination of an abductive procedure for general logic programs.

Our termination condition (Theorem 4.1) is sufficient but not necessary. In particular, there are (semi-acyclic programs and bounded queries which SLDNFA-terminate, but which are abductive recursive. Consider for instance the following program:

\[
P^{[p/1]} : \begin{cases}
  r & \leftarrow p(X), -q(X) \\
  q(X) & \leftarrow p(X)
\end{cases}
\]

and the query \( \leftarrow \neg r, p(X) \). Notice the similarity with the program and query of Example 4.1 (which does not SLDNFA-terminate). \( P^{[p/1]} \) is acyclic and \( \leftarrow \neg r, p(X) \) is bounded w.r.t. the same level mapping as
in Example 4.1. Also, $P(p/1) \cup \{\leftarrow r, p(X)\}$ is abductive recursive. But, $P(p/1)$ SLDNFA-terminates w.r.t. $\leftarrow r, p(X)$. It remains a topic for future work to refine the notion of abductive recursivity and to find a necessary and sufficient condition for SLDNFA-termination. Another topic for future research is to study termination of SLDNFA w.r.t. a particular selection rule. Finally, we want to note that, besides abductive nonrecursivity, other conditions can be found which, together with acyclicity of the program and boundedness of the query, imply SLDNFA-termination. We refer to the discussion after Example 4.1 on page 9. There, we noted that the additional condition should ensure that, for every derivation of $\leftarrow Q$ in $P^A$, the set of abduced atoms in the derivation is finite. This is, as we noted, trivially true in the propositional case. In the predicate case, this is for instance true if the set of abduced atoms in each derivation is a finite set of ground atoms (which could e.g. be derived from mode or type information). Further research in this direction and in combining the different conditions should be done.
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A Some more examples

In this appendix two examples of abductive recursive programs and queries with infinite SLDF-derivations are given. Note that for both examples, a level mapping can be found such that the program is acyclic and the query is bounded w.r.t. that level mapping. Hence, both examples also illustrate the fact that the conditions for termination of SLDF of Apt and Bezem [3] (namely acyclicity of the program and boundedness of the query) are not sufficient for proving termination of SLDF.

Example A.1 The following program and query are abductive recursive with a cycle consisting of two abducible predicates ($n = 2$ in Definition 4.7). Notice the similarity with Example 4.1.

$$P^{(p_1, p_2, 1)} : \begin{cases} r_1 &\leftarrow p_1(X), \neg q_1(X) \\ r_2 &\leftarrow p_2(X), \neg q_2(X) \\ q_1(X) &\leftarrow p_1(f(X)) \\ q_2(X) &\leftarrow p_1(f(X)) \end{cases}$$

Consider the query $\leftarrow \neg r_1, \neg r_2, p_1(X)$. Then $P^{(p_1, p_2, 1)} \cup \{ \leftarrow \neg r_1, \neg r_2, p_1(X) \}$ is abductive recursive since $\neg r_1 \rightarrow q_1^p - p_1, \neg r_1 \rightarrow q_1^p + p_2$ and $\neg r_2 \rightarrow q_2^p - p_2, \neg r_2 \rightarrow q_2^p + p_1$. Note that the SLDF-derivation of $\leftarrow \neg r_1, \neg r_2, p_1(X)$ in $P^{(p_1, p_2, 1)}$ (see Figure 3) is infinite.

![Figure 3: SLDF-derivation for $\leftarrow \neg r_1, \neg r_2, p_1(X)$ in $P^{(p_1, p_2, 1)}$.](image)

Example A.2 In this example we illustrate how an infinitely branching node in an SLDF-derivation can give rise to an infinite branch.

$$P^{(p_2)} : \begin{cases} r &\leftarrow p(X, Y), \neg q(X, Y) \\ q(f(X), f(Y)) &\leftarrow p(X, Y) \end{cases}$$

Consider the query $\leftarrow p(X,Y), \neg X = Y, \neg r$. Then $P^{(p_2)} \cup \{ \leftarrow p(X, Y), \neg X = Y, \neg r \}$ is abductive recursive since $\neg r \rightarrow q_1^p - p, \neg r \rightarrow q_1^p + p$. The SLDF-derivation of $\leftarrow p(X,Y), \neg X = Y, \neg r$ in $P^{(p_2)}$, shown in Figure 4, contains an infinitely branching node and an infinite branch. Concerning the notation used in this figure: note that a move obtained in a positive resolution step is applied to all the nodes in the SLDF-derivation. When an application of such a positive unifier instantiates a leaf in the tree and enables the selection of an atom in that leaf, we write this instance together with the number of the corresponding positive resolution step under that leaf.
Figure 4: SLDNFA-derivation for \( p(X, Y), \neg X \equiv Y, \neg r \) in \( P^{(p/2)} \).