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1 Introduction

Approximations such as affine \([6, 9, 13]\), interval \([1, 12]\), and polyhedral \([2, 4, 5, 10]\) are able to describe numeric relationships between program variables and, thereby, underpin optimisations such as choice-point removal, the detection of redundant constraints, call graph simplification, and query optimisation \([1]\). Despite the importance of numeric approximations in the analysis of logic programs, very few analyses are powerful enough to characterise elements that occur deep within a Herbrand term, such as the elements in a list of integers for example. Some optimisations and transformations, however, require this degree of precision. To tighten the constraints in some constraint logic programs \([12]\), for example, requires maxima and minima (interval) abstractions which characterise the elements of a list to be related to interval abstractions for the individual members of the list. Also, in our control generation work \([14]\), for instance, we have found that the correctness of some transforms depend on how the elements of distinct lists are related. For example, consider the quicksort program in the first column below where the control component has been generated automatically such that the program can be used in reverse mode. Then the query $Qsort(c, \{1, 2, 2\})$ gives a succinct, though not very efficient, way of generating all the combinations (rather than the permutations) of the list $\{1, 2, 2\}$. A more efficient version of the program can be obtained through (possibly automatic) program transformation by reasoning about the relationships between the integer $v$ and the elements of the lists $l$ and $sl$. We see that each element of $l$ is strictly less than $v$ and, since the maximal element of $l$ is equal to the maximal element of $sl$, then each element of $sl$ is also strictly less than $v$.

\begin{align*}
Qsort(\{} & , \{} \). \\
Qsort(v \{s\}, s) \leftarrow \quad & \text{Qsort}(\{} , \{} \). \\
& \text{Append}(sl, v \{sm\}, s) \land \text{Qsort}(l, sl) \\
& \text{Qsort}(m, sm) \land \text{Partition}(vs, v, l, m). \\
\text{Append}(\{} , x, x) \). \\
\text{Append}(u \{x\}, y, u \{z\}) \leftarrow & \quad \text{Append}(x, x, z). \\
\text{Partition}(\{} , \{} \). \quad & \text{Partition}(\{u \{x\}, v, u \{m\}, m) \leftarrow u < v \land \text{Partition}(x, v, l, m). \\
\text{Partition}(\{u \{x\}, v, u \{m\}, m) \leftarrow u > v \land \text{Partition}(x, v, l, m). \\
\end{align*}

This information can be used to transform the original program into the one in the second column. The constraint $u < v$ has been (statically) propagated from the $\text{Partition}$...
predicate through the intermediate \texttt{Qsort}([1, sl]) goal directly into the \texttt{Append} predicate itself. Here, the (redundant) constraint will enable early pruning of the search space when the input contains repeated elements. The extra constraint does not seriously degrade performance for goals such as \texttt{Qsort}([c, [1, 2, 3, 4, 5, 6, 7, 8]]) but gives significant speed up for goals like \texttt{Qsort}([c, [1, 2, 2, 4, 5, 6, 6, 6]]) and \texttt{Qsort}([c, [1, 1, 2, 2, 2, 2, 2]]). The timings for SICStus 3.3#3 on a 90MHz Pentium PC for all solutions to the three queries are 24.2s/24.3s, 5.40s/1.65s, and 1.30s/0.01s for the first and second versions of the program. This type of transformation lies well beyond the scope of (conjunctive) partial deduction and other techniques based on the fold/unfold methodology. To (semi–)automate this and similar transforms, it would be useful if an analyser could derive the subtle relationships such as exists between $v$ and the elements of $l$ and $sl$.

This paper contributes an analysis which is precise enough to capture numeric relationships between interpreted functors that occur deep within a Herbrand term. Besides being both useful and practical, the analysis is interesting technically since it extends the domain of polyhedra to a domain of implicitly conjoined, finite sets of linear inequality and minima constraints. The analysis associates each program variable with a (possibly empty) set of numerical values. Since the values themselves are usually unknown, each set is represented by an interval with symbolic upper and lower bounds. The use of symbolic bounds permits relationships among the bounds of different intervals to be expressed using constraints. Another novelty relates to the way empty and non-empty sets are traced. The problem is nicely explained in [1]:

“Suppose we have three sets of terms: $T_1$, $T_2$ and $T_3$. Suppose also we know that all the numerical leaves that occur in $T_1$ are numerically less than those of $T_2$ which, in turn, are less than those of $T_3$. Can we conclude that all the numerical leaves of $T_1$ are less than those of $T_3$? The answer is yes, provided that $T_2$ has at least one numerical leaf.”

In contrast to the solution proposed in [1] which extends abstractions with an explicit cardinality lattice, the non-empty set property is expressed at the level of interpretations. In terms of the s-semantics for CLP, this means that an interpretation may include several constrained atoms for a single predicate. This simplifies the analysis.

The exposition is structured as follows. Section 2 introduces the notation and theory used throughout the paper. Section 3 describes the abstractions used and gives correctness results. The analysis itself is developed in section 4. Finally, section 5 presents the future work.

2 Preliminaries

2.1 General

Language The CLP framework is defined over a many-sorted first order language. Let $\Sigma_T$ (resp. $\Sigma_f$) be an alphabet of type constructor (resp. typed function) symbols which includes at least one base (resp. constant) and let $\Pi = \Pi_C \cup \Pi_P$ be an alphabet of typed predicate symbols, where $\Pi_C$ and $\Pi_P$ denote respectively the disjoint sets of constraint predicate symbols and programmer defined predicate symbols. Let $V$ denote
a countably infinite set of variables. The triple \( L = \langle II, \Sigma_f, V \rangle \) defines a many-sorted first-order language. A tuple of objects \( \langle a_1, \ldots, a_n \rangle \) is denoted by \( \sigma \), the arity of the tuple being clear from the context. The projection function \( \pi_j \) selects the \( j \)th element in a tuple. The rank function \( r \) returns the arity of a predicate. Any finite, non-empty subset \( S \) of a chain has a least element and a greatest element denoted \( \min(S) \) and \( \max(S) \) respectively. With reference to section 2.2 we define \( \min(\emptyset) = \infty \) and \( \max(\emptyset) = -\infty \).

### 2.2 Symbolic Interval Constraints

We work with a constraint algebra \( Int \) defined over a many-sorted first order language \(^3\) \( L_{Int} = \langle II, \Sigma_f, V \rangle \). Let \( \Sigma_f = \{ \mathcal{R}, \text{interval} \} \) where \( \mathcal{R} \) represents the domain \( \mathbb{R} \cup \{\infty, -\infty\} \). Then we define

\[
\Sigma_f = \{ 0, 1, \infty, \to, \leq, \geq, \min, \max, \langle \mathcal{R}, \text{interval} \rangle \}
\]

\[
II_{C} = \{ \exists \text{interval}; \to \mathcal{R}; \leq \mathcal{R}; \leq \mathcal{R}; \}
\]

Moreover, we define for all \( x \in \mathcal{R}, (x \leq \infty) \iff \text{true}, (-\infty \leq x) \iff \text{true}, (\infty \leq x) \iff (x = \infty) \) and \( (x \leq -\infty) \iff (x = -\infty) \).

The constraints generated by the language \( L_{Int} \) are the linear inequality and disequality constraints over the reals together with interval and minima constraints. An interval constraint takes the form \( i = \langle \ell, u \rangle \) and specifies that \( i \) is an interval which may be either empty or non-empty. The additional constraint \( \ell \leq u \) determines that the interval \( i \) is non-empty and that \( \ell \) and \( u \) are the respective minimum and maximum (symbolic) values of the interval. That the interval \( i \) is empty, is determined uniquely by the additional constraint \( \ell = u = \infty \). Interval constraints are restricted to be of one of these forms only. Constraints of the form \( i = \langle \ell, u \rangle \land \ell > u \land (\ell \neq \infty \lor u \neq -\infty) \) are invalid, thus barring intervals such as \( \langle 5, 4 \rangle \) or \( \langle 5, -\infty \rangle \). A minima constraint has the form \( z = \min(x, y) \). Its semantics are defined by the following formula.

\[
z = \min(x, y) \iff ((x \leq y \iff z = x) \land (y \leq x \iff z = y))
\]

For notational convenience, we write \( z = \max(x, y) \) instead of \( z = -\min(-x, -y) \). \( \text{Lin} \) will denote the set of finite sets of implicitly conjoined inequalities, and \( \text{Min} \) will denote the set of finite sets of minima constraints.

### 2.3 Semantics

The semantics of the abstract program can be expressed in an s-style semantics for constraint logic programs [3]. The semantics is parameterised over an algebraic structure, \( C \), of constraints. We write \( c \models c' \) iff \( c \) entails \( c' \), and \( c \equiv c' \) iff \( c \rightarrow c' \) and \( c' \rightarrow c \). The interpretation base \( B_C \) for the language defined by a program \( P \) is the set of unit clauses of the form \( p(\overline{x}) \leftarrow c \) quotiented by equivalence. Equivalence, \( \sim \), is defined by: \( p(\overline{x}) \leftarrow c \sim p(\overline{x}) \leftarrow c' \) iff \( c \vdash c' \) or \( c' \vdash c \). The Herbrand universe \( E_{Herb} \) for example, \( \sim \) is variance. A \( \pi \)-interpretation \( I \) is a subset of \( B_C \).

\(^3\)The typing is not essential at the level of implementation, but clarifies the domain and codomain.
Concrete and Abstract Interpretation Bases In this paper, the concrete domain is the power set of the standard Herbrand Base where interpretations are sets of ground atoms. The abstract interpretation base $B_{\text{int}}$ is defined as follows.

$$B_{\text{int}} = \left\{ \begin{array}{l} \text{p} \in \sum_{i=1}^{n} \forall \text{i} \in \text{y} \text{. x} = \{ \text{i} \text{. u} \text{i} \} \text{.} \\
\phi \equiv \phi_{\text{y}} \land \phi_{\text{y}} \land \phi_{\text{m}} \land \phi_{\text{m}} \equiv \bigwedge_{i=1}^{n} \text{e} \text{i} \text{.} \\
\text{e} \text{i} \equiv (\text{i} \text{. } \text{u} \text{i} = -\infty) \lor \text{e} \text{i} \equiv (\text{i} \text{. } \text{u} \text{i} \leq \text{u} \text{i}) \text{.} \\
\text{u} \text{t} \text{.} \text{e} \text{m} \in \text{M} \text{in} \end{array} \right\}$$

The pre-order on constraints lifts to $\pi$-interpretations to define a pre-ordered set $\varphi(B_{\text{int}})((\text{y}))$ where $\text{I} \subseteq \text{I}'$ iff $\bigwedge \varphi(x) \leftarrow \bigwedge \varphi(x) \in \text{I} \cdot \exists \varphi(x) \leftarrow \bigwedge \varphi(x) \in \text{I}' \cdot \varphi \models \varphi'$ . The pre-order $\subseteq$ defines an equivalence relation: $\text{I} \approx \text{I}'$ iff $\text{I} \subseteq \text{I}'$ and $\text{I}' \subseteq \text{I}$ which, in turn, defines the poset $\varphi(B_{\text{int}})/\approx ((\text{y}))$ where $[\text{I}]/\approx \subseteq [\text{I'}]/\approx$ iff $\text{I} \subseteq \text{I}'$. In fact $\varphi(B_{\text{int}})/\approx ((\text{y}))$ is a cpo.

Fixpoint Semantics The fixpoint $s$-semantics $\mathcal{F}_C$ of a program $P$ is defined, as usual [3], in terms of an immediate consequence operator like so: $\mathcal{F}_C[P] = I f p(T_C^P)$, $T_P^{\text{int}}$ lifts to $\varphi(B_{\text{int}})/\approx ((\text{y}))$ by $T_P^{\text{int}}([\text{I}]/\approx) = [T_P^{\text{int}}(\text{I})]/\approx$ and is continuous.

3 Abstract Compilation

Through abstract compilation [9, 11] the analysis of program $P$ reduces to evaluating the concrete semantics of an abstract program $\alpha_P(P)$. This reduces the implementation effort.

Given a tuple of terms $\langle t_1, \ldots, t_n \rangle$, we would like to capture relationships among certain subsets of the subterms of $t_1, \ldots, t_n$. Useful information can often be obtained by simply considering the maximal and minimal values of these sets. Thus it is natural to consider the abstraction of a term as a two stage process. First the term is mapped to a set of its subterms and then this set is abstracted by a symbolic interval representing the maximal and minimal values of the set.

Norms can be used to extract the subterms of interest from a term. The typed norms of [16], for example, can be generalised in a straightforward way to obtain norms which, rather than mapping to linear expressions over reals, map instead to expressions involving sets of subterms. It is well known that the derivation of norms for e.g. termination analysis is non-trivial. The norms required for this analysis are much easier to derive since we only need to consider the numeric leaves of terms.

Example 1. The typed norm $|t|_{\text{List}(\text{Int})}$ collects the set of integers which occur as leaves in a list of list of integers. It is defined in terms of the norm $|t|_{\text{Int}}$ which collects the set of integers in a list of integers.

$$|t|_{\text{List}(\text{Int})} \equiv \bigcup \langle t \rangle_{\text{Int}}$$

$$|t|_{\text{List}(\text{Int})} \equiv \emptyset$$

$$|\text{Cons}(t_1, t_2)|_{\text{List}(\text{Int})} \equiv |t_1|_{\text{List}(\text{Int})} \cup |t_2|_{\text{List}(\text{Int})}$$

$$|x|_{\text{Int}} \equiv \{x\}$$

$$|\text{Cons}(t_1, t_2)|_{\text{Int}} \equiv |t_1|_{\text{Int}} \cup |t_2|_{\text{List}(\text{Int})}$$
The Flatten/2 predicate on the right is derived by application of the above norms to the predicate on the left.

\[
\begin{align*}
\text{Flatten}([], []). & \quad \text{Flatten}([], []). \\
\text{Flatten}([], [y], r) & \quad \text{Flatten}(y, r) \\
\text{Flatten}([x], [y], r) & \quad \text{Flatten}([x] \cup [y], r) \\
\text{Flatten}([y], [x], r) & \quad \text{Flatten}([y] \cup [x], r).
\end{align*}
\]

A typed norm can be derived for each argument position in an atom where the type of the norm corresponds to the type of the argument [16]. Since the types are not essential to this work, we omit the types from norms, writing \([I]\) to denote the application of a norm of the correct type to the term \(t\). Note that typed norms can also be derived for non-typed programs [7]. The result of norm application to a term is a set expression which can be approximated to obtain a representation of the set in terms of its maximal and minimal values. Each set is approximated by an interval constraint and a conjunction of inequality and minima constraints.

The norms can be defined to map to set expressions in a normal form. This simplifies the subsequent interval abstraction. Thus we may assume that a set is either a variable (nothing is known about its contents or its cardinality), empty or of the form \([v]\) or \([x, y]\), where \(x\) and \(y\) are sets. The abstraction can then be described as a function mapping an interval \([l, u]\), where \(l, u \in V\), and a set expression \(S\) to a conjunction of constraints.

**Definition 1 interval abstraction.**

\[
\int((l, u), S) \equiv \begin{cases} 
(l = \nu_l(v)) \land (u = \nu_u(v)) & \text{if } S = v \in V \\
(l = \infty) \land (u = -\infty) & \text{if } S = \emptyset \\
(l = e) \land (u = e) & \text{if } S = \{e\} \\
C & \text{if } S = x \cup y
\end{cases}
\]

where

\[
C \equiv \left( l = \min(xl, yl) \land \int((xl, xu), x) \land u = \max(xu, yu) \land \int((yu, yu), y) \right)
\]

where \(xl, xu, yl\) and \(yu\) are fresh distinct variables and \(\nu_l : V \to V_l\) and \(\nu_u : V \to V_u\) are bijective mappings to denumerable sets of variables \(V_l\) and \(V_u\) with \(V_l \cap V_u = \emptyset\). □

It is now possible to formulate a program transformation in terms of a norm \([I]\) (implicitly defined over all types) and the interval abstraction function \(\int\).

**Definition 2 program abstraction.**

\[
\alpha_p(\{w_1, \ldots, w_m\}) = \{\alpha_{\text{clause}}(w_1), \ldots, \alpha_{\text{clause}}(w_m)\}
\]

\[
\alpha_{\text{clause}}(p_0(\bar{t}_0)) \leftarrow c \land p_1(\bar{t}_1) \land \ldots \land p_n(\bar{t}_n) = p_0(\bar{x}_0) \leftarrow c \land p_1(\bar{x}_1) \land \ldots \land p_n(\bar{x}_n) \land \bigwedge_{i=0}^{n} \left( \bigwedge_{j=1}^{r(p_i)} c_{ij} \right)
\]

where

\[
\forall i \in [0, n], \forall j \in [1, r(p_i)], c_{ij} \equiv (\pi_j(\bar{x}_i) = [l_{ij}, u_{ij}] \land \int([l_{ij}, u_{ij}], |\pi_j(\bar{t}_i)|))
\]

c is a constraint and the \(\pi_j(\bar{x}_i)\), \(l_{ij}\) and \(u_{ij}\) are fresh distinct variables. □
Example 2. The Flatten/2 predicate above is abstracted by $\alpha_p$ to give the following (simplified) abstract program.

\[
\text{Flatten}(\infty, -\infty, \infty, -\infty).
\]

\[
\text{Flatten}(y, y, l, u) \leftarrow \text{Flatten}(y, y, n, r).
\]

\[
\text{Flatten}(l_1, u_2) \leftarrow \text{Flatten}(l_2, u_2) \land l_1 = \min(x, y) \land u_2 = \max(x, y) \land y = \min(y, z) \land u = \max(y, z) \land
\]

\[
l_2 = \min(x, n) \land u_2 = \max(x, c) \land l_2 = \min(y, z) \land u_2 = \max(y, z).
\]

Notice that the intervals have been lifted into the heads of the clauses. This allows the desired relationships among the bounds of the intervals to be obtained by considering inter-argument relationships.

4 Symbolic Interval Analysis

The analysis of a program $P$ proceeds by computing the concrete bottom-up semantics of the abstract program $\alpha_p(P)$. In order to derive meaningful relationships, empty and non-empty intervals must be traced separately. This is achieved by maintaining multiple constraint sets for a single predicate. These constraint sets are 'mutually exclusive' cardinality-wise. That is, given a constraint which specifies an argument to be empty and another constraint that specifies the same argument to be non-empty, these two constraints will appear in different constraint sets. It is the union of these sets that forms the complete interpretation for the predicate.

The number of atoms in an abstract interpretation can increase on each iteration. Thus to keep the interpretations manageable, several atoms can be approximated by a single atom. In [2], a convex hull approximation is used so that only one set of inequalities is needed per predicate. When dealing with sets of terms however, inaccurate information is obtained when empty and non-empty sets are over-approximated together. Hence we adapt the approach of [2] only approximating into a single set, those sets which share the same cardinality properties.

The analysis relies on the manipulation of minima constraints. These constraints have not received much attention in the literature and as far as we know, no constraint system available at present directly supports the constraint handling needed for the analysis. Thus we adopt a glass box approach based on the constraint handling rules of [8] to implement the necessary constraint manipulation.

We now sketch the abstract interpretation procedure through the analysis of the predicate $\text{Partition}/4$ from the introduction. Applying the program abstraction function $\alpha_p$ gives

\[
\text{Partition}(\infty, -\infty, v, v, \infty, -\infty, \infty, -\infty).
\]

\[
\text{Partition}(x, x, v, v, l, l, m, m) \leftarrow
\]

\[
x = \min(u, x') \land x = \max(u, x') \land
\]

\[
x = \min(u, l') \land l = \max(u, l') \land
\]

\[
u < v \land
\]

\[
\text{Partition}(x', x', v, v, l', l', m, m).
\]
Partition\(\langle x_1, x_u, v, v, l, l, m, m_u \rangle \leftarrow \)
\(x_1 = \min(u, x'_1) \land x_u = \max(u, x'_u) \land m = \min(u, m'_1) \land m_u = \max(u, m'_u) \land u \geq v \land \)
Partition\(\langle x'_1, x'_u, v, v, l, l, m'_1, m'_u \rangle.\)

To save space, we denote the tuple \(\langle x_1, x_u, v, v, l, l, m, m_u \rangle\) by \(\bar{T}\). We also perform trivial simplifications both to save space and also to draw attention to the more unusual constraint handling that is necessary. The \(i\)th iterate in the fixpoint computation is denoted by \(I_i\), where \(I_0 = \emptyset\) and \(I_{i+1}\) is obtained by application of the fixpoint operator to \(I_i\).

**Step 1** The calculation of each iterate begins with the application of the fixpoint operator to the current interpretation. Below, \(I_3\) has just been obtained by application of the fixpoint operator to \(I_2\) and has yet to be simplified. The iterates \(I_1\) and \(I_2\) are expressed in their simplest form. Their derivation is similar to that of \(I_3\) which we now describe.

\[
\begin{align*}
I_1 &= I_0 \cup \{ \bar{T} \mid x_1 = l = m = \infty \land x_u = l = m_u = -\infty \} \\
I_2 &= I_1 \cup \{ \bar{T} \mid x_1 = x_u = l = m \land x_u < v \land m_1 = \infty \land m_u = -\infty \} \\
& \cup \{ \bar{T} \mid x_1 = x_u = m = m_u \land x_u \geq v \land l = \infty \land l_u = -\infty \} \\
I_3 &= I_2 \cup \{ \bar{T} \mid x_1 = \min(u, x'_1) \land x_u = \max(u, x'_u) \land u < v \land \}
\begin{array}{l}
\{ \bar{T} \mid l = \min(u, x'_u) \land l = \max(u, x'_u) \land x'_u < v \land m_1 = \infty \land m_u = -\infty \} \\
\cup \{ \bar{T} \mid x_1 = \min(u, l) \land x_u = \max(u, l) \land u \geq v \land \}
\begin{array}{l}
\{ \bar{T} \mid m = \min(u, m_1) \land m_u = \max(u, m'_1) \land l = l \land l_u < v \} \\
\cup \{ \bar{T} \mid x_1 = \min(u, m_1) \land x_u = \max(u, m'_1) \land u < v \land \}
\begin{array}{l}
\{ \bar{T} \mid l = \min(u, m'_1) \land l = \max(u, m'_1) \land m_1 = m \land m_u \geq v \} \\
\cup \{ \bar{T} \mid x_1 = \min(u, m'_1) \land x_u = \max(u, m'_u) \land u \geq v \land \}
\begin{array}{l}
\{ \bar{T} \mid m = \min(u, m'_1) \land m_u = \max(u, m'_u) \land l = \infty \land l_u = -\infty \land x'_u \geq v \} 
\end{array}
\end{array}
\end{array}
\]

Observe that \(I_2\) consists of 3 disjoint sets of constraints where empty and non-empty intervals are distinguished - the first set specifies that the first argument of the Partition/4 predicate is empty \((x_1 = \infty \land x_u = -\infty)\) whilst in the other two sets it is seen to be non-empty \((x_1 = x_u)\). These last two sets are distinguished by the constraints over the fifth and sixth, and the seventh and eighth arguments.

**Step 2** Following the application of the fixpoint operator, the first immediate task is to simplify the minima constraints within the individual sets, reducing their number and establishing some preliminary relationships. Notice in the first set of \(I_3\) that the two constraints \(x_1 = \min(u, x'_1)\) and \(l = \min(u, x'_u)\) clearly imply that \(x_1 = l\). Such relationships can be discovered using constraint handling rules. Applying CHR rules to the second set of \(I_3\) result in the following constraint set

\[
\{ \bar{T} \mid x_1 = l \land x_u = u \land m = u \land m_u = u \land u \geq v \land l = l \land l_u < v \} 
\]
Step 3 The next step is to group together those sets of constraints where the emptiness/non-emptiness of intervals for every argument position coincide. Redundant constraints are also added to allow useful information to be inferred later. In addition, at this point we can project over the variables in \( \mathcal{I} \) retaining a minima constraint \( a = \min(b, c) \) iff \( \exists x, y, z \) such that \( a = x, b = y, c = z \) and \( x, y \) and \( z \) occur in \( \mathcal{I} \). In our example, we now have

\[
I_3 = \{ \mathcal{I} | x_l = l = m_l = \infty \land x_u = l = m_u = -\infty \} \\
\cup \{ \mathcal{I} | m_l = \infty \land m_u = -\infty \land x_l = x_u \land x_l = l \land x_u = l \land x_u < \nu \} \\
\cup \{ \mathcal{I} | m_l = \infty \land m_u = -\infty \land x_l \leq x_u \land x_l = l \land x_u = l \land x_u < \nu \} \\
\cup \{ \mathcal{I} | m_l = \infty \land m_u = -\infty \land x_l = m_l \land x_u = m_l \land x_l \geq \nu \} \\
\cup \{ \mathcal{I} | m_l = l \land m_l = m_u \land x_u = m_l \land m_l \geq \nu \land l \geq \nu \} \\
\cup \{ \mathcal{I} | m_l = l \land m_u = m_l \land x_u = m_l \land m_l \geq \nu \land l \geq \nu \}
\]

Step 4 The aim now is to approximate each group of sets by a single set. This can be accomplished in our example by simply taking the convex hull of the sets within a single group. More generally, however, each set within a group may contain minima constraints which cannot be dealt with directly by the convex hull operation. Relaxing a minima constraint of the form \( a = \min(b, c) \) to \( \alpha \leq b \land \alpha \leq c \) allows the convex hull operation to be performed, but may lose valuable information contained in the minima constraints. Thus, we proceed by first collecting those minima constraints which are common in some sense to all sets within a group. These minima constraints can then be added back into the final set resulting from the convex hull calculation. Commonality of minima constraints is naturally defined using entailment. Given sets \( S_1, \ldots, S_n \), suppose \( a = \min(b, c) \in S_i \). If \( \forall i. S_i \models a = \min(b, c) \) then \( a = \min(b, c) \) is said to be common to \( S_1, \ldots, S_n \).

Step 5 Having identified the common minima, all minima constraints are now relaxed. The convex hull operation is then performed as usual [2].

\[
I_3 = \{ \mathcal{I} | x_l = l = m_l = \infty \land x_u = l = m_u = -\infty \} \\
\cup \{ \mathcal{I} | m_l = \infty \land m_u = -\infty \land x_l = x_u \land x_l = l \land x_u = l \land x_u < \nu \} \\
\cup \{ \mathcal{I} | m_l = \infty \land m_u = -\infty \land x_l \leq x_u \land x_l = m_l \land x_u = m_l \land x_l \geq \nu \} \\
\cup \{ \mathcal{I} | m_l = l \land m_l = m_u \land x_u = m_l \land m_l \geq \nu \land l \geq \nu \}
\]

Step 6 At this point, the common minima can be added back into the relevant sets giving the final form for the iterate. In our example, there were no such minima so the final form is that above. To complete our example, we note that the next iteration gives the interpretation \( I_4 \) below which is, in fact the fixpoint. This information can be used to underpin the transformation described in the introduction.

\[
I_4 = \{ \mathcal{I} | x_l = l = m_l = \infty \land x_u = l = m_u = -\infty \} \\
\cup \{ \mathcal{I} | m_l = \infty \land m_u = -\infty \land x_l = x_u \land x_l = l \land x_u = l \land x_u < \nu \} \\
\cup \{ \mathcal{I} | m_l = \infty \land m_u = -\infty \land x_l \leq x_u \land x_l = l \land x_u = l \land x_l \geq \nu \} \\
\cup \{ \mathcal{I} | m_l = l \land m_l = m_u \land x_u = m_l \land m_l \geq \nu \land l \geq \nu \}
\]
We have identified some general constraint handling rules which are useful in the symbolic interval analysis of a variety of programs. In general, widening is required to enforce convergence of the iterates [15].

5 Conclusion and Future Work

We have presented a new analysis which is precise enough to capture numeric relationships that occur deep within Herbrand terms. The novelties of the analysis include the use of symbolic intervals, the way sets are traced and the ability to express maxima and minima relationships.

Future work will focus on implementation, the ECLiPSe system being a likely target for initial prototyping due to its support of constraint handling rules. The analysis, as currently formulated, is rather complex and it is not clear where the performance bottlenecks will occur in the implementation. Profiling experiments are required. Also, recent experimental work on a related analysis [2], has shown that polyhedral abstractions can often infer deep and unexpected numeric relationships. Indeed, a handworking of the analysis presented in this paper on a finite domain constraint program discovered a surprising numeric relationship that, when added to the program (as a redundant constraint), led to a five fold speedup. Another role of the implementation will therefore be to find whether useful redundant constraint can be inferred for other programs.
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